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ABSTRACT

Modern day computer vision tasks requires efficient solution to problems such as image recognition, natural language processing, object detection, object segmentation and language translation. Symbolic Artificial Intelligence with its hard coding rules is incapable of solving these complex problems resulting in the introduction of Deep Learning (DL) models such as Recurrent Neural Networks and Convolutional Neural Networks (CNN). However, CNNs require lots of training data and are incapable of recognizing pose and deformation of objects leading to the introduction of Capsule Networks. Capsule Networks are the new sensation in Deep Learning. They have lived to this expectation as their performance in relation to the above problems has been better than Convolutional Neural Networks. Even with this promise in performance, lack of architectural knowledge and inner workings of Capsules serves as a hindrance for researchers to take full advantage of this breakthrough. In this paper, we provide a comprehensive review of the state of the art architectures, tools and methodologies in existing implementations of capsule networks. We highlight the successes, failures and opportunities for further research to serve as a motivation to researchers and industry players to exploit the full potential of this new field. The main contribution of this survey article is that it explains and summarizes significant current state of the art Capsule Network architectures and implementations.
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1. Introduction

Computer vision applications range from real-time detection of product defects in manufacturing through to defense and security where thousands of video footages can be analyzed. These are critical applications requiring solutions in real time. Such real-time demands cannot be met by a human being. The availability of enormous amounts of data makes it possible for Neural Networks (NN) (Rusakovsky et al., 2015) and deep Convolutional Neural Networks (LeCun et al., 2014; LeCun et al., 1998a) to excel in areas of Computer Vision. They have effectively been used for tasks such as plant disease detection (Dey et al., 2016; Golhani et al., 2018; Sladojevic et al., 2016), facial (expression) recognition (Sun et al., 2017; Fasel and Luettin, 2003), image processing and speech recognition (Sukaitanon et al., 2004; Abdel-hamid et al., 2014; Lecun et al., 2015; Chen et al., 2017). CNNs are invariant as they can extract features automatically and handle the data in different forms.

CapsNets (Sabour et al., 2017) were introduced with superior performance on the MNIST (LeCun et al., 1998c) dataset. Since their introduction in 2017, there has been an upsurge in deep learning models employing Capsule Networks as their core building blocks. The most popular version of CapsNet uses an algorithm called “routing by agreement” between different layers. This algorithm replaces pooling in CNNs and a vector output replacing scalar outputs in CNNs. The magnitude of the output vector represents the likelihood that a feature being represented by the capsule exist in the input image whereas the orientation of the entity represents the instantiation parameters. As a result, CapsNet will not recognize an image with nose below the mouth and an eye below the nose as a human face (Sabour et al., 2017). However, CNN will classify this image as a human face so far as it has a nose, an eye and a mouth since they lose the spatial relationship between features. CNNs require huge sets of data for training. The acquisition and labelling of these huge sets of data is labor intensive.

This paper therefore seeks to highlight the weaknesses of CNN and the remarkable performance of CapsNet by reviewing implementations in literature. The paper presents and evaluates state of the art models in this emerging field as well as consider possible future dimensions of CapsNets.

The contributions of this paper are as follows:

- present state-of-the-art models in this emerging field to motivate researchers and industry players,
- explore possible future areas of research and
- explore current performance evaluation methods.

Since Capsule Networks are relatively new, this paper first attempts to explain in detail the concept behind them and other concepts that serve as their building blocks. Secondly, we review the most relevant CapsNet implementations, their strengths and limitations and suggest possible future directions. To the best of our knowledge, this is the first paper to present a comprehensive review on capsule networks. We take cognizance of the work in (Dombeitzki, 2018) and state here that it does not review exhaustive literature on the topic as done in this paper.

This paper is organized as follows: In Section 1, we provide the objectives of the paper together with the background of the field under consideration. Section 2 provides a brief overview of AI concepts that are heavily utilized in DL. CNNs and CapsNets are discussed in Sections 3 and 4 respectively. The structure, implementations and performance evaluation methods are reviewed in Section 5 with Section 6 concluding the paper.

2. Artificial Neural Networks and deep learning

Artificial Intelligence (AI) is a popular field in Computer Science that is based on the intelligence of the biological brain’s network of neurons. Network of Artificial Neurons contains layers and neurons connected together by synapses which are weighted. The weights are adjusted through backpropagation (Nielsen, 2019; LeCun et al., 1998b) enabling the network to learn. The firing strength of a neuron is controlled by an activation function. They are also needed for non-linearity (Pattanayak, 2017). Let $x$ be the value of the weighted sum of the inputs $x_i$ and weights $w_i$, then from $i = 1$ to $n$,

$$x = \sum_{i=1}^{n} w_i x_i$$  \hspace{1cm} (1)

Examples of activation functions include sigmoid function (Eq. (2)), Rectified Linear Unit (ReLU) (Glorot et al., 2011) (Eq. (4)), Soft-Max Activation Function (Engelbrecht, 2007; Gao and Pavel, 2018; Pattanayak, 2017) (Eq. (3)) and the Hyperbolic Tangent function (tanh) (Eqs. (6) and (7)).

$$\sigma(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (2)

$$\sigma(x)$$ is constrained by a pair of horizontal asymptotes as $x \rightarrow \pm\infty$.

$$P(\Theta|x_i) = \frac{e^{x_i}}{\sum_{j=1}^{n} e^{x_j}}$$  \hspace{1cm} (3)

where $n = number$ of output classes, $i$ and $j$ represents the $ith$ and $jth$ classes with $P(\Theta|x_i)$ being the predicted probability for the $ith$ class.

$$\sigma(x) = \max(x, 0)$$  \hspace{1cm} (4)

Other versions of ReLU such as Parametric Rectified Linear Unit (PReLU) (Eq. (5)) and Leaky Rectified Linear Unit (Leaky ReLU) solves the zero-gradient problem.

$$\sigma(x) = \max(0, x) + \beta \min(0, x)$$  \hspace{1cm} (5)

where $\beta$ is the parameter learned during training. When $\beta = -1$, then $\sigma(x) = x$ and we obtain a version of ReLU called Absolute Value...
ReLU. When \( b \) is very small, the activation function is referred to as leaky ReLU.

tanh is not computationally expensive and is given by:

\[
\tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}
\]

or

\[
\sigma(x) = \frac{1 - e^{-2x}}{1 + e^{-2x}}
\]

For further reading on how to select activation functions, readers are encouraged to read the work of Mhaskar and Micchelli (1994).

Another important concept of NNs is the calculation of the cost function. The perceptron learns by calculating a cost function referred to as Mean Square Error (MSE). There are many other types of cost functions that can be used to determine the output error. Gradient descent (GD) is useful in this light. However, it requires the cost function to be convex resulting in the introduction of Stochastic Gradient Descent (SGD).

These concepts are heavily used in deep NNs for tasks such as language translation, plant disease detection (Dey et al., 2016; Golhani et al., 2018; Sladojevic et al., 2016), facial (expression) recognition (Sun et al., 2017; Fasel and Luettin, 2003), image processing and speech recognition (Sukittanon et al., 2004; Abdelhamid et al., 2014; Lecun et al., 2017) among others.

3. Convolutional Neural Networks (CNNs)

Before we dive fully into CNNs, let’s discuss the properties of images that makes it possible for CNNs to automatically detect features from them. Fig. 1 shows how a computer sees different forms of 2 × 2 images.

Assuming we have a black and white image of 4 pixels (shown as \( a \) in Fig. 1). It can be represented by the computer in a two-dimensional array. Each of the pixels is represented by 8-bits; ranging from 0 to 255 (or \( 2^8 = 256 \)) in decimal. The range defines the intensity of the colour such that 0 is complete black, 255 is pure white and in-between is a grayscale range of intensities between black and white. Fig. 1 \( b \) shows a coloured version with Blue (B), Green (G) and Red (R) channels. Features in Fig. 1 \( c \) can be represented as 0 or 1 depending on whether a feature is absent or present respectively.

Convolutional Neural Networks (Wu, 2017) have convolutional layers, pooling layers, fully connected layers and does flattening. During convolutions, a \( nxm \) kernel (\( n > 0 \) and \( m > 0 \)) scans the input image to automatically extract features. The filter is smaller than the image and is imposed on the image, then moved across the image based on a stride value to generate a feature map. The larger the stride, the smaller the feature map will be. A stride greater than or equal to 2 results in the convolution losing some features of the image. To maintain as many features as possible, several unique kernels are used to obtain several feature maps. To add non-linearity into the model and reduce model computational complexity, ReLU (Kuo, 2016; He et al., 2015a) is applied just after the convolutional step.

Pooling (or down sampling) is carried out on the feature map to ensure that the CNN recognizes the same object in images of different forms and also to reduce the memory requirements of the model. It introduces spatial invariance in CNNs; which eventually turns out to be one of the major weaknesses of CNNs. Several types of pooling exist: max pooling, min pooling, average pooling (also called sub-sampling), and sum pooling (Scherer et al., 2010). Max pooling preserves the best features since the largest numbers in the feature map indicates locations on the image from where the closest similarity of the image features was taken. The pooled feature map is flattened into a column matrix to serve as input to a NN for further computations. The last part of a CNN after flattening is
an artificial neural network (ANN) made up of input layers, hidden layers and output layers. The difference between CNNs and ANNs in terms of the fully connected layers is that in CNNs, the hidden layers must be fully connected. However, this is not a strict requirement in ANNs. During backpropagation, both weights and the features detectors are adjusted for better performance. Fig. 2 shows an example structure of a CNN.

In CNNs, the equivalent of the cost function found in ANNs is the Loss function. The most common Loss function for classification tasks is the cross-entropy function (DiPietro, 2016). However, it is only useful for classification. For regression, mean squared error is used. The SoftMax (Gao and Pavel, 2018) function (Eq. (10), also called Normalized exponential function) is usually introduced at the output layer of CNNs. It is required to restrict the output of the logits to be in the range of $[0,1]$. Normalized exponential function is usually introduced at the output layer of CNNs. It is required to restrict the output of the logits to be in the range of $[0,1]$. The SoftMax (Gao and Pavel, 2018) function (Eq. (10), also called Normalized exponential function) is usually introduced at the output layer of CNNs. It is required to restrict the output of the logits between $[0,1]$.

\[
L_i = -\log\left(\frac{e^{q_i}}{\sum e^{q_j}}\right) \quad (8)
\]

or

\[
H(p, q) = -\sum_x p(x) \log q(x) \quad (9)
\]

where $q$ = a function of the output from the CNN and $p$ = a function of the target classes.

The SoftMax (Gao and Pavel, 2018) function (Eq. (10), also called Normalized exponential function) is usually introduced at the output layer of CNNs. It is required to restrict the output of the logits between $[0,1]$.

\[
f_j(x) = \frac{e^{q_j}}{\sum e^{q_k}} \quad (10)
\]

3.1. Limitations of CNNs

The major challenge of CNNs that led to the introduction of CapsNets is their inability to recognize pose, texture and deformations of an image (Sabour et al., 2017) or parts of the image. In other words, CNNs are invariant as a result of the pooling operation. They are not equivariant and hence lacks equivalence. In addition, the pooling operation in CNN loses some features in the image. They therefore require lots of training data in order to compensate for this loss. They have longer training time compared to CapsNets partially due to the fact that CNNs are deep in depth while CapsNets are deep in width (Shahroudnejad et al., 2018) and at the same time possesses few parameters. CNNs are more prone to adversarial attacks such as pixel perturbations (Su et al., 2019a) resulting in wrong classifications (Su et al., 2019b). As a result of max pooling in CNN, image reconstruction is very demanding as compared to reconstruction in CapsNet.

4. Capsule Networks (CapsNet)

Hinton and his colleagues proposed Capsule Networks (Hinton et al., 2011) as an alternative to CNNs. Capsules are equivariant and are made up of a network of neurons which accepts and outputs vectors as opposed to CNNs’ scalar values. This property of a capsule allows it to learn the features of an image in addition to its deformations and viewing conditions. In a capsule network, each capsule is made up of a group of neurons with each neuron’s output representing a different property of the same feature. This provides the advantage of recognizing the whole entity by first recognizing its parts. The input to a capsule is the output (or features) from a CNN. These features are processed based on the type of capsule employed. A capsule’s output is composed of the probability that the feature encoded by the capsule is present and a set of vector values commonly called instantiation parameters. It is the responsibility of the probability of the presence of the capsule’s feature to ensure invariance of the network. The instantiation parameters are used to represent equivariance of the network indicating its ability to recognize pose, texture and deformations. Invariance is the property of a model’s decision to remain unchanged regardless of any transformations to the inputs. The type called translational invariance is peculiar to CNNs. For instance, if a CNN is to detect a face, irrespective of the position of the eye, it will still detect it as a face. However, equivariance ensures that the spatial location of the features on the face are taken into account. As a result, equivariance does not consider just the presence of an eye in the image, but its location in the image. Equivariance is a desirable property for CapsNets.

Three general methods of capsule implementations exist in literature. These are transforming auto-encoders (Hinton et al., 2011), vector capsules based on dynamic routing (Sabour et al., 2017) and matrix capsules based on expectation-maximization routing (Hinton et al., 2018).

4.1. Transforming Auto-encoders

The first capsule network was published with the title Transforming auto-encoders (Hinton et al., 2011). It was built to emphasize the ability of a network to recognize pose. The goal was not to recognize objects in images, but to accept an image and its pose as input and output the same image in the original pose. The output vector of a capsule in this first implementation was made up of output values one of which represented the probability that the feature exists with the rest representing instantiating parameters. Capsules can be arranged in different levels: lower level $l$ called primary capsules and upper level $l+1$ called secondary capsules. Lower level capsules extract pose parameters from pixel intensities in order
to be able to initiate a part-whole hierarchy. This part-whole hierarchy is an advantage of capsule networks since through recognition of their parts, it can get to recognize the whole entity. To accomplish this, the features represented by the lower level capsules must have the right spatial relationship before they can activate a higher-level capsule at level \( l+1 \). For example, let the eyes and mouth be represented by lower level capsules, each of these may make a prediction for the pose of a higher-level capsule representing a face if their predictions agree. To explain the source of the first-level capsules and how an ANN can learn to convert pixel intensities to pose parameters, a 2D image is used as depicted in Fig. 3.

In the simplest case, 2D images and capsules with \( x \) and \( y \) positions as their only pose outputs are used. Once learned, the network will take an image and the required shifts \( \Delta x \) and \( \Delta y \) after which it can output the image with the specified shift in pose. The network is made up of separate capsules each of which has its own “recognition units” (red or lower level capsules in Fig. 3) meant to compute three numbers \( x \), \( y \) and \( p \) which the capsules will send to higher level layer capsules. Output \( p \) represents the likelihood that the capsule’s feature is present in the image. To compute the capsule’s contribution to the transformed image, its “generation unit” (green or upper level capsules in Fig. 3) is fed with \( x + \Delta x \) and \( y + \Delta y \) as input. To prevent inactive capsules from affecting the output, the contribution of the “generation unit” to the capsule’s output is multiplied by the probability \( p \). A major drawback of this first implementation was the need to supply as input the shifts (pose) of the entity under consideration.

4.2. Dynamic routing between capsules

The next modification of capsule networks (Sabour et al., 2017) defined a capsule to be a group of neurons with instantiation parameters being represented by activity vectors and the length of the vector representing the likelihood that the feature exist. The improvement over the previous implementation was the fact that the pose data is not required as an input in this case. The network is made up of Convolutional layer, Primary capsule (PC) layer and Class capsule layer. The Primary capsule layer is the first capsule layer followed by unspecified number of capsule layers until the last capsule layer also called the Class capsule layer. Feature extraction from the image is done by the convolutional layer and the output fed into the Primary capsule layer. Each capsule \( i \) (where \( 1 \leq i \leq N \)) in layer \( l \) has an activity vector \( u_i \in \mathbb{R} \) to encode the spatial information in the form of instantiation parameters. The output vector \( u_i \) of the \( i^{th} \) lower level capsule is fed into all capsules in the next layer \( l+1 \). The \( j^{th} \) capsule at layer \( l+1 \) will receive \( u_i \) and find its product with the corresponding weight matrix \( W_{ij} \). The resulting vector \( \delta_{ij} \) is capsule \( i \) at layer \( l \)’s transformation of the entity represented by capsule \( j \) at level \( l+1 \). The prediction vector of a PC, \( u_j \) indicates how much the primary capsule \( i \) contributes to the class capsule \( j \).

\[
\delta_{ij} = W_{ij} u_i
\]  

A product of the prediction vector and a coupling coefficient representing the agreement between these capsules is carried out to obtain a single primary capsule \( i \)’s prediction to the class capsule \( j \). If the agreement is high, then the two capsules are relevant to each other. As a result, the coupling coefficient will be increased, otherwise it will be reduced. A weighted sum \( s_j \) of all these individual primary capsule predictions for the class capsule \( j \) is calculated to obtain the candidates for the squashing function \( \eta_j \). From Fig. 4, the following can be found:

\[
s_j = \sum_{i=1}^{N} c_{ij} \delta_{ij}
\]

\[
v_j = \frac{||\delta_{ij}||^2 \delta_{ij}}{1 + \sum_{j}||\delta_{ij}||^2
\]

\[
c_{ij} = \frac{\exp(b_{ij})}{\sum_{k} \exp(b_{ik})}
\]

The squashing function ensures that the length of the output from the capsule lies between 0 and 1 just like a likelihood. \( v_j \) from one capsule layer is routed to the next layer capsule and treated in the same way as discussed. The coupling coefficient \( c_{ij} \) ensures the prediction of \( i \) in level \( l \) is linked to that of \( j \) in layer \( l+1 \). During each iteration, \( c_{ij} \) is updated by finding the dot product of \( \delta_{ij} \) and \( v_j \).

![Fig. 3. Auto-encoder Capsule structure (Hinton et al., 2011).](Image)
viewed as a segment of two numbers (Shahroudnjad et al., 2018); the probability which represents the existence of the feature that a capsule encapsulates and a set of instantiation parameters which can serve as an explanation of consistency between the layers. So relevant path by agreement stems from the fact that, when lower level capsules agree on a higher-level layer capsule, they “construct a part whole” relationship indicating relevance of the path. This algorithm is called dynamic routing-by-agreement and is shown in Algorithm 1.

Algorithm 1 (Dynamic Routing Algorithm (Sabour et al., 2017)).

1. procedure ROUTING ($\tilde{u}_{ij}, r, l$)
2. for all capsule i in layer $l$ and capsule j in layer $(l+1)$: $\tilde{u}_{ij} = 0$.
3. for r iterations do
4. for all capsule i in layer $l$: $c_i \leftarrow \text{softmax}(b_i)$
5. softmax computes $c_i$
6. for all capsule j in layer $(l+1)$: $s_j \leftarrow \sum c_i \tilde{u}_{ij}$
7. for all capsule j in layer $(l+1)$: $v_j \leftarrow \text{squash}(s_j)$, squash computes $v_j$
8. for all capsule i in layer $l$ and capsule j in layer $(l+1)$: $b_iL \leftarrow b_iL + \tilde{u}_{ij}$, $v_j$
9. return $v_j$

4.3. Matrix capsules with EM routing

As opposed to using vector outputs, Hinton et al., (2018) proposed the representation of a capsule’s input and output as matrices. This was necessary in order to reduce the size of the transformation matrices between capsules since matrices they could be made with $n$ elements instead of $n^2$ when using vectors. The dynamic routing by agreement was also replaced with expectation maximization algorithm (Engelk, 2018). Dynamic routing was a cosine between two pose vectors which didn’t work to perfection. In addition, the probability of the presence of an entity being represented by a capsule was replaced with a parameter $a$ instead of the length of a vector. This aided in avoiding the squashing function which was considered “not objective and sensible”. EM routing algorithm leverages on capsule networks having several layers of capsules to work effectively. Let the set of capsules in the primary layer be denoted by $\mathcal{D}_M$, $M$ representing each capsule’s pose matrix and $a$ its activation probability. Between capsule i at level $L$ and capsule j at level $L+1$ is a trainable transformation weight matrix $W_g$. EM works by ensuring that the pose matrix of capsule i is transformed by the transformation weight matrix $W_g$ to cast a vote for the pose matrix of capsule j at level $L+1$. The vote is a product of the output matrix $M$ and the transformation matrix $W_g$.

$$V_j = MW_g$$

The poses and activations of all $L+1$ level layers are found by inputting $V_q$ and $a_i$ into the non-linear EM routing algorithm. Iteratively, EM updates the means, variances, and activation probabilities of layer $L+1$ capsule and also the assignment probabilities between lower and higher-level capsules. Using EM for routing by agreement ensures that each capsule in layer $L+1$ corresponds to a Gaussian distribution and the pose of each active capsule in layer $L$ corresponds to a data point.

5. Survey of CapsNets structure and implementations

The basic structure of the first successful capsule network was that of Sabour and Hinton (2017), which consisted of two convolutional layers. Conv1 had 256 channels each made up of $9 \times 9$ filters with a stride of 1 and a ReLU activation function applied to a $28 \times 28 \times 1$ MNIST image.

The second layer was designed as a convolutional capsule layer with $6 \times 6 \times 32$ capsules each outputting an 8D vector. At a stride of 2, each primary capsule has 8 convolutional units operating with a $9 \times 9$ kernel. Non-linearity is obtained by applying a squashing function (as activation function) to create 10, 16D capsules. This layer is also the primary capsule layer receiving features as scaler outputs from Conv1 layer after which all layers will have to deal with 8D vector values. The layer consists of 32 channels each with $6 \times 6$ grid of primary capsules. The third layer (DigitCaps) is a fully connected layer with ten 16D capsules, each receiving input from all capsules from the layer below to perform classification based on 10 classes. The last layer determines the length of each capsule in the previous layer necessary to obtain the probability that the entity is present. Reconstruction of the image is done using the decoder made up of fully connected (FC) layers (as shown in Fig. 5).

5.1. Factors affecting CapsNet performance

Properties of a dataset are crucial to the performance of an algorithm. The MNIST dataset is simple with only one channel as compared to more complex datasets having varying colour, size, noise, natural scene background, affine transformations, multiple digits in a single sample, etc. Irrespective of these complexities, CapsNet performs better than CNN (Nair et al., 2018) on a variety of more complex datasets (Gordienko et al., 2018). On difficult dataset such as SVHN (Netzer et al., 2011) and CIFAR10 (Krizhevsky and Hinton, 2009) which has high intra-class variation and background noise, CapsNet’s performance is short of the state of the art (Xi et al., 2017; Mukhometzianov and Carrillo, 2018; Yang and Wang, 2019) but still better than CNN (AlexNet) (Mukhometzianov and Carrillo, 2018). However, for the MNIST family of datasets; MNIST (LeCun et al., 1998c) and Fashion-MNIST (Xiao et al., 2017), CapsNet can attain state of art performance since they are comparatively...
less complex. Varying hyperparameters such as learning rate, momentum, batch size, drop-out rate and learning rate decay does not significantly affect the performance of CapsNets. However, appropriate routing operations (Lin et al., 2018) and the number of routing iterations of the dynamic routing algorithm does, and it is the most important hyperparameter that significantly affects performance of CapsNets. CapsNets with dynamic routing, CNNs, and CapsNets with EM have been compared for convergence (Chauhan et al., 2018) based on hyperparameters such as Optimizers (Adam, Adadelta, Adagrad and Rmsprop), number of channels in Conv1 layer, number of capsules in primary capsule layer, number of capsules in convolutional layers following primary layers, number of capsules in class capsule layers and number of routine iterations. Higher values for the above parameters lead to faster training and convergence in Matrix caps with EM routing (Chauhan et al., 2018). It is sensitive to the number of routing iterations and converges faster under Adam or Rmsprop optimization. Parameter sharing (Ren et al., 2019) is used to reduce the number of parameters in a bid to improve the overall generalization ability of a CapsNet. In this case, parameters are shared by sharing a transform matrix (selects features of low-level capsules for each high-level capsule), requiring the need for M and not MxN transform matrices; where M = number of high-level capsules and N = number of low-level capsules.

5.2. Modifications to the original implementation

Sabour and Hinton (2017) implementation of CapsNet has seen several proposed modifications (Li, 2018; Deliege et al., 2018; Xiang et al., 2018; Amer and Maul, 2019; Neill, 2018; Rawlinson et al., 2018; Bahadori, 2018; Ma and Wu, 2019; Rosario et al., 2019; Zhao et al., 2018b; Li et al., 2018) in a bid to resolve some limitations of the original implementation and improve performance. Critical analysis of the routing-by-agreement shows it does not automatically ensure a higher-level capsule (parent) is coupled with multiple lower level capsules (children) to form a parse tree (Peer et al., 2018). Instead of allowing lower level capsules to send their outputs to all higher-level capsules as is the case in the original routing-by-agreement algorithm, a lower level capsule can select a single parent enabling the network to be deep and resilient to Whitebox adversarial attacks (Peer et al., 2018). In this light, a generative adversarial network (GAN) with a highly performing discriminator made from capsules (Jaiswal et al., 2018) can be helpful in determining whether a given image is natural or artificially created (fake). The better the discriminator (critic) is, the faster the generator learns (Upadhyay and Schrater, 2018). However, modelling the probability distributions of data in deep generative models soon becomes intractable. As a result, CapsNets become better alternatives (Saqur and Vivona, 2018; Sastry, 2018) to CNNs as discriminators in a GAN, ensuring that vital information is not lost through pooling. The dynamic routing algorithm can be seen as an optimization problem that can be formulated as a minimization of an objective function (Wang and Liu, 2018). This modification prevents the activation probability from becoming highly unbalanced as the number of iterations increases. To stabilize the training process, Sabour and Hinton (2017) performed regularization on the weight matrix by using a margin loss. A more general solution is to rescale the weight matrix and ensure that the inner product between the input and the weighted sum (s_j) of all the individual primary capsule predictions for capsule j is set below 1 for each iteration (Wang and Liu, 2018). Equal weight initialization routing scheme in the original CapsNet has the tendency to slow convergence and result in poor accuracy. A better option for faster convergence and improved accuracy is to model the initial routing weights as trainable parameters to be trained by backpropagation (Ramasinghe et al., 2018). We can leverage on the realization (and using the fact) that primary capsule predictions are not independent to improve the performance of CapsNets on multi-label classification tasks (Ramasinghe et al., 2018). Focusing on the length of a capsule rather than individual capsule outputs proves to be a better entity detection approach (Zhang et al., 2018b). In this case, the lengths of capsules rank an entity’s presence and their orientation instantiates its pose (position, size, orientation), deformation, velocity, albedo, hue, texture and so on.

In (Sabour et al., 2017), the Softmax function is used to normalize routing coefficients representing assignment probabilities between capsules of adjacent layers. However, Softmax constraints the possible set of values the routing coefficients can assume, leading to uniform probabilities after several routing iterations. The loss in performance from this problem can be addressed by using Max-Min function in place of Softmax (Zhao et al., 2019). Max-Min performs scale invariant normalization allowing lower level capsules to take on independent values as opposed to what Softmax does.

To learn discriminative feature maps better for subsequent use by CapsNets, convolutional layers can be replaced with densely connected convolutional layers (Phaye et al., 2018). However,
increasing network depth results in vanishing gradient problem. Fortunately, it can be resolved by feeding subsequent layers with signals from previous layers of ResNet (He et al., 2015b; Larsson et al., 2017) or by adding dense connections between every layer in a feedforward manner (Huang et al., 2017) with feature concatenations. It can also be argued that the routing procedure in CapsNets is not properly integrated into the training procedure since the routing procedures are not embedded into the optimization procedures and the choice of the optimal number of routing must be found manually (Chen and Crandall, 2018). This manual selection does not guarantee convergence. Capsules can perform comparatively better than CNN Transfer learning models (e.g., InceptionNet and DenseNet) on other datasets aside MNIST or smallNORB (LeCun and Huang, 2004) with additional configurations such as increased number of Conv layers and FC layers (Phong and Ribeiro, 2019). Dynamic routing based CapsNets do not guarantee equivariance or invariance (Løsen et al., 2018). This is due to the fact that space of a pose is a manifold while votes are averaged in a vector space failing to produce equivariance mean estimates in the manifold. In addition, trainable transformation kernels in the capsule layers are defined over local receptive fields found in the spatial vector domain which has receptive field coordinates that are ignorant of the pose. Løsen et al. (2018) proposed group equivariant capsules layers with pose vectors restricted as elements of a group. Under a general routing by agreement algorithm and under certain conditions, equivariance and invariance can be guaranteed for such groups.

5.3. Applications of CapsNets

CapsNets are promising in terms of improving our socio-economic activities as they can be deployed to solve real life problems in astronomy (Katebi et al., 2018), autonomous cars (Kumar et al., 2018), machine translation (Wang et al., 2018a), hand-written and text recognition (Mandal et al., 2019; Zhao et al., 2018a; Kim et al., 2018a) intent detection (Xia et al., 2018; Zhang et al., 2018a), mood and emotion detection (Wang et al., 2018c; Rathnayaka et al., 2018; Guo et al., 2018; Chao et al., 2019) and so on.

The spatio-temporal nature of traffic data expressed in images lends itself to the application of CapsNets for predicting traffic speed (Kim et al., 2018b; Ma et al., 2018) and abnormal driving (Kim and Chi, 2018) on a complex road network. With the widespread use of social media, users’ images and video can be forged. Existing detection methods cannot detect many forms of forgery in video and images. The combination of VGG-16 (Simonyan and Zisserman, 2015) and CapsNets have excelled in this area (Nguyen et al., 2018) by significantly reducing overfitting and improving detection accuracy. The challenge with forgery detection methods has been their inability to detect a wide range of attacks such as computer-generated video/image, replay attacks and so on.

For Natural Language Processing (NLP) task (Renkens and Van, 2018; Zhang et al., 2018a) such as knowledge graph (KG) completion and saving model parameters of word embeddings (Ren and Lu, 2018), CapsNets have shown better performance than CNNs (Nguyen et al., 2019; Zhang et al., 2018c). They better predict the validity of a triple not found in a KG as the appropriate triple that should have been there in a (subject, relation, object) relationship triples. Triple modeling problem has important applications in KG completion and search personalization (Nguyen et al., 2019). On the task of relation extraction, performance of existing models depends on the quality of how instances are represented and they also fail to take into account structural relationships such as the position of the instance in the sentence. This can be modelled as a multi-label classification problem executed by a capsule network as multi-binary classification (Deng et al., 2018). In the case of Ren and Lu, (2018), K-means clustering replaces dynamic routing and avoids the use of the squashing function during iteration. Squashing is done after iteration, $b_j$ is replaced by new $b_j$ instead of $b_j$ being replaced by new $b_j$ plus old $b_j$ (Sabour et al., 2017).

CapsNets have found important applications in health (Pal et al., 2018; Iesmantas and Alzbutas, 2018; Mobiny and Nguyen, 2018; Zhang and Zhao, 2018) and other important areas (Prakash and Gu, 2018; Annabi and Ortiz, 2018; Garg et al., 2017; Duarte et al., 2018). Extraction of semantic relations between entities in health records by means of recurrent CapsNet can effectively be used as a basis to detect health problems (Afshary et al., 2018) and their level of severity (Wang et al., 2018b). The small number of annotated medical images and the class-imbalance (one category of the data far outweighs the other categories) problem are challenges to effective classification in the health domain. Even though they can partially be alleviated by data augmentation, CapsNets perform better in the case of class-imbalance (Jimenez-Sanchez et al., 2018) and in different cases too (Berman, 2019). They perform well on object segmentation (Lalonde and Bagci, 2018); a very useful technique for examining medical images due to its excellent pixel level classification capabilities. CapsNets have also produced good results in other areas such as Hyperspectral Image Classification (Zhang et al., 2019a; Zhang et al., 2019b) where availability of labelled data is a challenge.

Protein family structure classification (Jesus et al., 2018; Fang et al., 2018; Tobing et al., 2018; Zhang, 2019) is another area where CapsNets have been applied. CapsNet’s attention to hierarchical relationships gives them an edge over CNNs in graph (Mailea et al., 2019; Verma and Zhang, 2018) or protein structure classification; a process which is necessary to infer the function and aid in drug design.

To enable classifiers learn from few examples, a combination of generative and non-generative capsule network can be injected with missing data (Gritsevskiy and Korablyov, 2018) after reaching its maximum performance to produce good classification results. This is so if the network has more channels (paths) than data since unseen data will not activate any capsules in existing routing pathways but would prefer an unused routing pathway.

Autonomous cars will benefit hugely from computer vision applications such as CapsNets. Sensor data will need to be processed with flash speeds in order to allow the automobile to take decisions in split seconds. However, automobile sensors such as ultrasonic sensors are not optimized for high performance (Popperl et al., 2019), but to be less expensive in order not to contribute to raising the cost of the automobile. To compensate for the low hardware performance of automotive ultrasonic sensors, CapsNets have been used to obtain outstanding classification performance on ultrasonic data for assistive driving purposes such as object height determination (Popperl et al., 2019). This could be essential during parking.

Another challenging problem solved by CapsNets is (environmental) sound detection (Iqbal et al., 2018; Jain, 2019; Vesperini et al., 2018). As compared to music or speech recognition, no domain specific knowledge is known a priori for this problem. Notwithstanding, CNNs have chopped some successes in this field aside the fact that they have not been able to avoid overfitting.

Often algorithms with high processing demands can be accelerated in hardware. The systolic array (Kung, 1982) has proved to be an excellent architecture for improving the running time of many algorithms including CapsNets (Marchisio et al., 2018b). For example, in hardware the initial steps of the routing by agreement algorithm can be skipped and then directly initialize the coupling
coefficients to increase the running time of the algorithm compared to its GPU software counterpart. CapsNets are vulnerable to adversarial attacks (Marchisio et al., 2019). These types of attacks seek to deceive the network to perform misclassification by introducing perturbations into their inputs. This is very important when it comes to critical applications such as self-driving cars where identifying road signs and pedestrians is crucial.

5.4. Data sources

Currently, the performance of Capsule Networks varies depending on the dataset on which they are evaluated. In this section, we provide a brief overview of datasets used in the implementations covered in this paper. The type of datasets used with CapsNets can largely be categorized into natural language processing type, audio/video, speech processing and image processing. The advantage of having these datasets is to help researchers spend little time in pre processing data.

MNIST (LeCun et al., 1998c) is the most popular dataset used to train CapsNets. This is partly due to the fact that it is used as a benchmark since the original paper (Sabour et al., 2017) used it for experimental evaluation. It is made up of handwritten digits, a subset of the NIST dataset and contains 60,000 training images plus 10,000 testing digits. Just like MNIST, Fashion-MNIST (Xiao et al., 2017) contains same number of training and test sets. It is a 28 × 28 greyscale image from 70,000 fashion products. This dataset is also popular with some of the papers we reviewed. The small-NORB dataset (LeCun and Huang, 2004) is intended for machine vision task that involves the use of 3D objects. It contains images of toys, cars, humans, trucks, etc. Some papers (Hinton et al., 2018) also evaluated their algorithms on this dataset. The CIFAR10 dataset (Krizhevsky and Hinton, 2009) on the other hand is complex than the MNIST family since is a collection of colour images from the internet with high background noise and inter class variability. As a result, the original CapsNet (Sabour et al., 2017) does not perform well on this dataset. However, Rajasegaran et al. (2019) have shown that with a deeper network and 3D convolution based routing algorithm, CapsNet performance on this dataset and its kind can significantly be improved. It is believed that if a model performs well on this dataset, then its performance is superior. Some papers also tested their models on the SVHN dataset (Netzer et al., 2011) which is made up of 600,000 training images of street view house numbers. It is in a sense similar in characteristics to the MNIST dataset. A number of researchers (Jimenez-Sanchez et al., 2018); (Rathnayaka et al., 2018) used relatively less popular datasets. Based on the application of CapsNet at hand, some researchers used their own datasets (Popperl et al., 2019) whiles others made use of local datasets (Wang et al., 2018). Table A1 in Appendix A provides a list of the most popular datasets used in CapsNet implementations in literature.

5.5. Data preprocessing

MNIST is by far the most popular dataset used to train capsule networks (Sabour and Hinton, 2017; Peer et al., 2018). Data augmentation is a technique used to increase the volume of data by performing transformations on existing samples necessary for machine learning classification tasks. A type of augmentation called deformation (Sabour et al., 2016) can be carried out on MNIST images by shifting them up to some number of pixels in any required direction (Sabour et al., 2017). This method produces different versions of the image with the advantage of improving the performance of a classifier. The good thing about capsule networks is that, they don’t need extensive data augmentation like CNNs (Nair et al., 2018) since they perform creditable well on smaller datasets.

5.6. Methods of visualization

A common visualization technique is to show the reconstructed images to enable visual comparison with the original ones (Sabour et al., 2017). These reconstructions can either be done at the end of selected epochs (Nair et al., 2018), at the end of the training or during testing. A plot of accuracy or loss or mean average precision (map) against the number of epochs is also common in literature. There are also rare cases of precision against recall plots especially when using capsules for Natural Language Processing (NLP) tasks and loss against number of batches. Heat maps are also common in literature. Statistical forms of visualization such as histograms, curve plots, tables and their likes are powerful tools that are sometimes used to report the performance of a model. The objectives of these visualizations are twofold: first to help us use our human intuition based on vision in evaluating how good the performance of the algorithm is. Secondly, to provide us with some level of understanding of the internal operations of the model.

5.7. Performance evaluation methods

The correct selection of performance evaluation method is critical since a model can perform well on one evaluation metric and perform badly on another metric (Liu et al., 2014). By far the most common performance evaluation metric for classifiers is accuracy. Others include root mean square error (RMSE), mean absolute error (MAE), F-measure, area under the receiver operating curve (AUC), kappa statistic and area under the precision-recall curve (AUPRC). To determine the percentage of correct classified instances of a test class, accuracy is the preferred choice with precision and recall as options for data mining tasks. The above metrics can be grouped as probability, threshold or rank metrics. When selecting an evaluation metric for a model, one must consider whether the classes are balanced or otherwise. For balanced training set, more than one metric should be used for evaluation whereas one metric will suffice for an imbalanced training set (Liu et al., 2014). Threshold measures such as kappa statistic, F-measure and accuracy do not consider whether the predicted value is the true value or not. They only measure how close the predicted value is to a threshold value. ROC (AUC), PR (AUPRC), AUC and AUPRC curves are referred to as rank metrics since they measure the degree to which the model ranks the positive instances over the negative ones (Zhou and Liu, 2018). Finally, RMS and MAE are probability based and reports on the deviation between predicted and true values.

From Liu et al. (2014) the following expressions can be stated:

\[
\text{Acc} = \frac{TP + TN}{TS}
\]

where TS = total number of negative and positive samples with TN (true negative) and TP (true positive) depicted in the confusion matrix shown in Table 1.

\[
\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (y - y')^2}
\]

and the absolute version of the RMSE

<table>
<thead>
<tr>
<th>Actual label</th>
<th>Predicted label</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Table 1 Structure of Confusion Matrix.
\[ \text{MAE} = \frac{1}{M} \sum_{i=1}^{M} |y_i - \hat{y}_i| \]  

The challenges with these metrics are that: first they are not that different from each other since they are all derived from the same confusion matrix and secondly, interpretation of performance becomes a problem when two metrics evaluating a classifier produce conflicting results.

Reconstruction loss is a popular metric used to evaluate the performance of standard autoencoders. It penalizes the network for producing outputs that are different from the actual outputs. It is basically the loss function; either cross entropy or mean square error. This penalization concept encourages the network to be sensitive to inputs and together with a regularizer to discourage overfitting. When reconstruction loss is used without regularization, the modeler has to implement a good dropout scheme in order to reduce memorization or overfitting. Reconstruction loss encourages every entity in a capsule to encode its instantiation parameter to obtain a final activity vector that will be used to reconstruct the input image in a FC layer. It will minimize the sum of squared differences between outputs of the network and pixel intensities such that it must not be allowed to dominate the margin loss and cause overfitting during training.

Margin loss on the other hand is computed to allow for multiple entities to exist in a top level capsule. Since the length of a vector represents the presence of a capsule's entity, top level capsules with their entities present have long vectors. Margin loss can be computed for each capsule allowing the loss for absent entities to be downweighted. This ensures that multiple entities are accommodated and learning prevented from shrinking activity vector lengths for entities. Sabour et al. (2017) utilized the loss function modulated and learning prevented from shrinking activity vector lengths for entities. Sabour et al. (2017) utilized the loss function in equation (19) as follows:

\[ L_e = D_e \max(0, n^+ - \|v_e\|)^2 + \alpha(1 - D_e) \max(0, \|v_e\| - n^-)^2 \] (19)

where \( D_e \max(0, n^+ - \|v_e\|)^2 \) represents the case when the digit of the class in question is present with \( d = 1 \) and \( \alpha(1 - D_e) \max(0, \|v_e\| - n^-)^2 \) represents the opposite case with \( D_e = 0 \). \( n^+ = 0.9 \) and \( n^- = 0.1 \) are set to avoid the length increasing or reducing respectively the loss function unreasonably. \( \alpha \) was set to 0.5 to control down weighting of initial weights for absent classes from affecting the decisions of the model.

The aggregate of the losses of all entities forms what is called the total loss. Total loss is also common in literature as a performance evaluation metric for capsules.

For now, there is no consensus on which metric is better for evaluating capsules. The choice depends on the researcher and the objective of the design.

5.8. Discussion

Capsules are a new sensation in Deep Learning and are producing amazing results compared to CNNs and traditional NNs. A CapsNet is activated after comparing multiple incoming pose vectors (Hinton et al., 2018) whereas in NNs activation is achieved by computing capsules. The capsule does not perform in the same way across different tasks. This increases the certainty that the CapsNet will recognize the correct pose of the object.

CNN classifiers are not robust against adversarial attacks. However, CapsNets are shown to be relatively resilient against such attacks (Hinton et al., 2018). They are also resilient to affine transformations to the input data (Sabour et al., 2017). In other words, changes made to the input with the desire to trick the network must not succeed in fooling the network to make wrong predictions. This is very crucial when the network is used for critical tasks such as in autonomous self-driving cars where life depends on the accuracy of model outputs.

CapsNets have so far shown promising results in terms of reduced training time (Phong and Ribeiro, 2019). They have minimal number of parameters compared to CNNs as a result of the fact that connections in capsules exist between group of neurons instead of individual neurons. These suggest that, training CapsNets online would be tolerable even though this important area is yet to be fully explored. Currently, online training of DL models is prohibitive in terms of computational time and resources.

The deficiency of CNNs in identifying deformation in objects due to the pooling operation is corrected in capsules allowing them to identify objects from whichever angle they are viewed in addition to being able to classify unseen objects better than CNNs. These are huge accomplishments in computer vision necessary for the realization of safety critical tasks such as face identification for security purposes.

It is known that the inner workings of deep learning models are at times seen as a black-boxes by the modeler. Inputs are fed into the box and some results produced. However, it is very challenging to analyze and understand the internal operations of such models; an ultimate requirement for model performance, resulting in the practice of hyperparameter tuning in the bid to obtain better results for a given dataset. The introduction of capsules has lessened this challenge as the internal operations of capsules are explainable (Shahroudejad et al., 2018) than CNNs.

CapsNets ability to generalize well on smaller datasets makes them conducive for use in a wide variety of areas as opposed to CNNs which must be trained and deployed on huge datasets. Although one can compensate for possible loss of performance resulting from lack of data by using transfer learning and data augmentation, it will make a huge difference in terms of performance and user’s confidence if a model is assured to train and test on the little domain data available.

Even though capsules are shown to outperform CNNs, there are areas where their operations are not optimal. These grey areas have received the attention of researchers as they require further research to improve the capsule even further. For instance, the absence of pooling operation means that the capsule will try to account for every aspect of the input image including background noise. Removal of this extra work of modelling irrelevant parts (Nair et al., 2018) of the input should lessen the running time further and improve overall performance.

The capsule does not perform in the same way across different datasets. Datasets such as CIFAR10 (Krizhevsky and Hinton, 2009) and ImageNet (Nair et al., 2018) still remain a challenge to CapsNets. Unfortunately, these images and their kind may be the data required as inputs to models required to perform critical tasks.

Since its inception, researchers have proposed several modifications (Li, 2018; Deliege et al., 2018; Xiang et al., 2018; Amer and Maul, 2019; Neill, 2018; Rawlinson et al., 2018; Bahadori, 2018; Ma and Wu, 2019; Rosario et al., 2019; Zhao et al., 2018b) showing that we are yet to arrive at an optimal version. Unfortunately, research efforts for now are concentrating on the work in (Sabour et al., 2017) instead of its improved version in (Hinton et al., 2018) which has seen only few modifications.

For dynamic algorithms such as those used in capsules, the difficulty in parallelizing them can be compensated for by implementing them as hardware systolic arrays. However, the number of capsules and parameters cannot be accommodated on FPGA platforms in terms of hardware resource usage, leading to the implementation of only activation functions in hardware. This area is very promising requiring much more research efforts.
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Appendix

Table A1

Summary of Significant Capsule implementation in literature.

Table A1 (continued on next page)
<table>
<thead>
<tr>
<th>Ref</th>
<th>Problem Definition/Application area</th>
<th>CapsNet algorithm/Architecture and parameters</th>
<th>Dataset</th>
<th>Additional Hyperparameter settings</th>
<th>Performance Metric</th>
<th>Compared with</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramasinghe et al., 2018</td>
<td>Inability of original CapsNet to perform well on multi-label classifications. Slow convergence and poor accuracy due to equal weight initialization in original CapsNets</td>
<td>Conv1 layer, primary capsule layer, Conditional Random Field (CRF) module: for obtaining semantic relationship among object classes, correlation module: to prioritize predictions for choosing class capsules and Decision capsules.</td>
<td>ADE20K (Zhou et al., 2017)</td>
<td>Mean average precision (mAP)</td>
<td>CapsNet (Sabour et al., 2017)</td>
<td></td>
</tr>
<tr>
<td>Phong and Ribeiro, 2019</td>
<td>CapsNet's difficulty to perform well on other datasets aside MNIST (LeCun et al., 1998c) and SmallNORB (LeCun and Huang, 2004).</td>
<td>256 $14 \times 14$ filters applied on Conv layer of 64 $\times 64$, 32 $\times 32$, and 16 $\times 16$ sign images. 16D vector P. Caps Layer of 14 $\times 14 \times 16$, 29 32D vector Secondary Caps. 26 classes. 2 FC layers.</td>
<td>American Sign Language (ASL) datasets (<a href="https://www.kaggle.com/grassknoted/asl-alphabet">https://www.kaggle.com/grassknoted/asl-alphabet</a>)</td>
<td>Speed of classification, Accuracy</td>
<td>Inception, DenseNet V201, NASNet, MobileNet.</td>
<td></td>
</tr>
<tr>
<td>Deng et al., 2018</td>
<td>Single entity-relation extraction and multiple entity pairs relation extraction problem</td>
<td>Bi-LSTM (Zhou et al., 2016) layer, Primary Caps, Class Caps, FC Layer.</td>
<td>NYT dataset (Riedel et al., 2014), Wikidata dataset (Sorokin and Gurevych, 2017)</td>
<td>Learning rate 0.001, batch size 128, LSTMs’ unit size 32, dropout rate 0.5, number of routing iteration 3. Caps dimension d=8.</td>
<td>Recall, Precision</td>
<td>CNNs (dos Santos et al., 2015)</td>
</tr>
<tr>
<td>Wang et al., 2018b</td>
<td>Entity-relation extraction, classification of severity of coronary artery disease from medical text.</td>
<td>Embeddings Layer, LSTM Layer, P. Caps, C. Caps, FC.</td>
<td>Coronary arteriography texts collected from Shanghai Shuguang Hospital.</td>
<td>Precision based on Recall.</td>
<td>CNN + MaxPooling (Nguyen and Grishman, 2015), BiLSTM + MaxPooling (Zhang and Wang, 2015), BiLSTM + Attention (Zhou et al., 2016), CRNN + MaxPooling and CRNN + Attention (Raj, 2017).</td>
<td></td>
</tr>
<tr>
<td>Afshary et al., 2018</td>
<td>Classification of brain tumor type</td>
<td>Similar architecture as in (Sabour et al., 2017) except the use of 64 feature maps instead of 256 in Conv layer.</td>
<td>1. Datasets used in (Cheng et al., 2015). 2. Data sets used in (Cheng et al., 2016).</td>
<td>Prediction Accuracy</td>
<td>CNN (Paul, 2016)</td>
<td></td>
</tr>
<tr>
<td>Saqur and Vivona, 2018</td>
<td>3D image generation and quest to find better discriminators for GANs.</td>
<td>Dynamic routing: Conv1 layer: 32 $\times 32$ input, 9 $\times 9$ kernel of stride 1 or 2, 256 channels each made of 24 $\times 24$. P. Caps Layer: 32 channels each 8 $\times 8$, 8D. Output Caps: 16 $\times 1$ or one 16D.</td>
<td>MNIST and SmallNORB.</td>
<td>128 batch size, LR:0.002, epochs:20, Leaky Rel:0.2, adam optim: beta1:0.5, weight initialization: mean = 0, std:0.02.</td>
<td>Training loss and visualization of outputs.</td>
<td>DCGAN (Radford et al., 2015)</td>
</tr>
<tr>
<td>Jimenez-Sanchez et al., 2018</td>
<td>Class-imbalance and small dataset size limitations on classification of medical images.</td>
<td>Dynamic routing-by-agreement. Conv1&amp;2:9 $\times 9$, 256 channels. Caps1:1,152 caps 8D. Caps2: Nk caps 16D, where Nk = FC1:1 $\times 1$, 512 channels and FC2: 1 $\times 1$, 1,024 channels</td>
<td>Histological images of the first auxiliary dataset from the TUPAC16 challenge (<a href="http://tupac.tue-image.nl/">http://tupac.tue-image.nl/</a>, accessed: 2019-06-19), DIARETDB1 (Kauppi et al., 2007), MNIST and Fashion-MNIST (Xiao et al., 2017)</td>
<td>F1-score</td>
<td>LeNet (LeCun et al., 1998a) and (Sabour et al., 2017).</td>
<td></td>
</tr>
<tr>
<td>Jesus et al., 2018</td>
<td>Protein family structure prediction and classification.</td>
<td>Dynamic routing-by-agreement. Conv1: Primary voxel; 512 $\times 512$. Conv2: 64 channels $9 \times 9$ each. P. Caps:7 $\times 256$ channels. Caps Voxel: 2 $\times 64$ channels.</td>
<td>KRAS (McCormick, 2015), PSI-BLAST, HRAS.</td>
<td>Loss: categorical hinge and logloss. Min (filters = 64, kernel size = 5 primarycap dim = 16, voxelcap dim = 32), RMSProp (Learning Rate:0.001, Rho: 0.9, Epsilon: None, Decay: 0.0), ReLU.</td>
<td>Accuracy</td>
<td>CNN (Ragoza et al., 2017)</td>
</tr>
<tr>
<td>Popperl et al., 2019</td>
<td>Non-image classification for Self-driving cars.</td>
<td>Dynamic routing-by-agreement. 14 $\times 14$ image. Conv1:256 kernels each 6 $\times 6$, ReLU. P.Caps: 6 $\times 6 \times 8$, 32 channels. Digit Caps: 16 $\times 4$.</td>
<td>Height from armobile ultrasonic sensor.</td>
<td>Accuracy</td>
<td>CNN-based approaches:</td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Dataset/Model</td>
<td>Paper Details</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobiny and Nguyen</td>
<td>Lung Cancer Screening Dynamic routing by agreement. Encoder: 32 x 32 input to 24 x 24, 256 channels. Primary Caps 8 x 8, 256D vectors. NoduleCaps: each 64 x 256 x 16. Decoder: 8 x 8 x 16, deconv-16 x 16, deconv-32 x 32.</td>
<td>226 unique Computed Tomography (CT) Chest scans (with or without contrast). Precision, recall, error rate AlexNet and ResNet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jain, 2019</td>
<td>Audio Classification Dynamic routing-by-agreement. Input Layer: Time Step (TS)x59. Batch Norm: Tx59. BiLSTM1: Tx64. BiLSTM2/Tx32. Dropout: Tx32. Caps Layer: Number of Classes (NC)x16. Length of Vec: NCx1.</td>
<td>IEMOCAP (Busso et al., 2008), RAVDESS, VCTK, UrbanBIK, FSDD, Multi-MUSAN. Data from WASSA 2018 Implicit Emotion Shared Task (Clercq et al., 2018). Word2Vec (Mikolov et al., 2013) embeddings of 300 dimensions. Gated Recurrent Unit layer: 128 cells. 16 caps each with an output size of 32 and 5 routing iterations. Spatial dropout of 0.3 is applied to the embeddings and dropout of 0.25 is applied to the Capsule network. Gaussian noise of 0.1 is added to both the embedding layer and the Capsule network. Accuracy, visualization. CNN, LSTM (Salamon and Bello, 2016)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rathnayaka et al., 2018</td>
<td>Predict emotion of tweets with no emotion terms. Dynamic routing-by-agreement. Embedding Layer, Bi-GRU layer, Capsule Net, Flattening, Softmax layer.</td>
<td>IEMOCAP (Busso et al., 2008), RAVDESS, VCTK, Urban8K, FSDD, Multi-MUSAN. Accuracy, visualization.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang and Zhao, 2018</td>
<td>Cervical image classification Dynamic routing. Conv1: 256 x 9 x 9 kernels. Reduces image size to 24 x 24 from 32 x 32. Primary Caps layer: 5 x 5 kernel takes 24 x 24 image and reduces it to 10 x 10. 16D vector output produced (ie.16 output neurons grouped into capsules)- 10 x 10 x 16 x 16 total vectors produced. DigiCaps layer: 16 x 32 transformation matrix and 16D converted to 32D capsules. Conv2/Caps layer: 9 x 9 kernel &amp; stride 1 in conv layer. Conv2/Caps layer: 9 x 9 kernel with stride of 2.</td>
<td>Accuracy. 5 versions of CapsNet with different parameters compared.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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