Abstract—Despite a large volume of research in group testing, explicit small-size group testing schemes are still difficult to construct, and the parameters of known combinatorial schemes are limited by the constraints of the problem. Relaxing the worst-case identification requirements to probabilistic localization of defectives enables one to expand the range of parameters, and yet the small-size practical constructions are sparse.

Motivated by this question, we perform an experimental study of almost disjoint matrices constructed from low-weight codewords of binary BCH codes, and evaluate their performance in nonadaptive group testing. We observe that identification of defectives is much more stable in these schemes compared to the schemes constructed from random binary matrices. We derive an estimate of the error probability of identification in the constructed schemes which provides a partial explanation of their performance.

I. INTRODUCTION

The group testing problem calls for efficient identification of a small number $t$ of defective elements in population of a large size $N$. The elements are tested in groups with the premise that most tests will return negative results, clearing the entire group. If the test result is positive, then the group contains at least one defective. The collection of tests is said to form a group testing scheme if the outcomes of the tests enable one to identify any subset of defectives of size at most $t$.

A nonadaptive group testing scheme with $M$ tests is described by an $M \times N$ binary incidence matrix $A$, where each row corresponds to a test, and $A_{ij} = 1$ if and only if the $i$th test includes the $j$th element. The result of the test is positive if the indices of ones in the row overlap with the indices of the defective configuration. The smallest possible number of tests in terms of the total number of subjects $N$ and the maximum number of defective elements $t$ is known to satisfy $M = \Theta(\frac{t^2}{\log N})$ [6]–[8], [20].

A construction of group testing schemes using matrices of error-correcting codes and code concatenation appeared in the foundational paper by Kautz and Singleton [11]. This work introduced a two-level construction in which a $q$-ary ($q > 2$) Reed-Solomon code is concatenated with a unit-weight binary code, and the resulting vectors are used as columns of the testing matrix. Many later constructions of group testing schemes also rely on Reed-Solomon codes and code concatenations; among them [5], [21]. Other explicit constructions of non-adaptive group testing schemes with $M = O(t^2 \log N)$ were suggested in [10], [18], [19]; see also [3], [4].

In order to improve the tradeoff between the parameters of the scheme, it has been suggested to construct schemes that permit a small probability of error (false positives). Such schemes were considered under the name of weakly separated designs in [12], [14], [15], [22]. With this relaxation, it is possible to reduce the number of tests to $O(t \log N)$ [22]; however, this result is not constructive. A construction of weakly separated designs with $O(poly(\log N))$ was suggested in a recent work [9]. An explicit (non-probabilistic) construction of almost disjoint matrices with the number of tests proportional to $t^{3/2} \sqrt{\log N}$ was presented in [17] and was subsequently improved to $t \log^2 N / \log t$ in [16]. The construction of [11] and many others above are based on constant weight error-correcting codes. Estimates of the parameters of the group testing schemes from constant weight codes were obtained using the minimum distance of the code [11] and more recently using the average distance [16], [17]. Another construction of almost disjoint matrices using Reed-Solomon codes was suggested in [2], where it was shown that there exist group testing schemes with $M = O(t \log N)$ for $t \leq \log N$.

In this work, we perform experiments with test matrices constructed from the codewords of a fixed (low) weight in binary BCH codes. The resulting matrices are sparse in the sense that most of their entries are zero. We show that these matrices perform extremely well in experiments, outperforming random matrices. While the experimental results form the main body of the paper, we also give some theoretical justification for this construction. Sharpening the estimates of the error probability is currently an open problem.

A new estimate of the probability of false positive that we derive is based on the dual distance $d'$ of constant weight codes. Constant weight codes with a given $d'$ are known as combinatorial designs (of strength $d'-1$). A design of strength $r$ (an $r$-design, or, in more detail, an $r$-$(n, w, \lambda)$ design) is a collection of $w$-subsets of an $n$-set $V$, called blocks, such that every $r$ elements of $V$ are contained in the same number $\lambda$ of blocks. The use of $r$-designs for constructing disjoint matrices is not new, see, e.g., Sect. 7.4 of [3]. However the conclusion in [3, p. 146], is that disjoint matrices obtained from designs are of little interest because of restrictions on their parameters.

The paper is organized as follows. In Section II, we introduce some definitions and notation. The main experimental section appears next in Section III. In Section IV, we present some estimates of the error probability, connecting them with the dual distance of the code. We show that the estimates
available in the literature are quite far from the experimental results, and derive better bounds (which still do not come close to the values observed in our experiments).

II. DEFINITIONS AND NOTATION

Definition 1: An \( M \times N \) binary matrix \( A \) is called \( t \)-disjunct if the support\(^1\) of any of its columns is not contained in the union of the supports of any other \( t \) columns.

It is easy to see that a \( t \)-disjunct matrix gives a group testing scheme that identifies any defective set up to size \( t \). Conversely, any group testing scheme that identifies any defective set up to size \( t \) must be a \((t-1)\)-disjunct matrix [3]. To a great advantage, disjunct matrices support a simple identification algorithm that runs in time \( O(Nt) \). Indeed, any element that participates in a test with a negative outcome is not defective. After we perform all the tests and weed out all the non-defective elements, the disjunctness property of the matrix guarantees that all the remaining elements are defective.

Definition 2: For any \( \epsilon > 0 \), an \( M \times N \) matrix \( A \) with columns \( a_1, a_2, \ldots, a_N \), is called \((t, \epsilon)\)-disjunct if

\[
\Pr\{\{I \in \binom{[N]}{t}\}, j \in [N] \setminus I | \text{supp}(a_j) \subseteq \bigcup_{k \in I} \text{supp}(a_k)\} \leq \epsilon.
\]

The group testing scheme given by a \((t, \epsilon)\)-disjunct matrix is called a \((t, \epsilon)\)-scheme.

In other words, the union of supports of a randomly and uniformly chosen subset of \( t \) columns of a \((t, \epsilon)\)-disjunct matrix does not contain the support of any other random column with probability \( 1 - \epsilon \).

The next fact follows from the definition of disjunct matrices and the decoding procedure [3, p. 134].

Proposition 1: A \((t, \epsilon)\)-disjunct matrix defines a group testing scheme that can identify all items in a random defective configuration of size \( t \), and with probability \( \epsilon \) identifies any randomly chosen item outside of the defective configuration as defective (false-positive).

Remark 1: Unless \( \epsilon < \frac{1}{\binom{N}{t}} \), the average number of false positives in the \((t, \epsilon)\) scheme will be greater than the actual number of defectives. However even in that case, the tests will output a subset of \([N]\) of a vanishingly small proportion that includes all of the \( t \) defective items.

A code of length \( M \) is a subset of the vector space \( \mathbb{F}_q^M \). The minimum Hamming distance between distinct codewords of \( C \) is called the distance of the code. We use the notation \( C(M, N, d) \) to refer to the code of length \( M \), cardinality \( N \) and distance \( d \). If in addition all the codewectors of the code \( C \) contain exactly \( w \) nonzero entries, we call it a constant weight code and use the notation \( C(M, N, d, w) \). Finally we refer to a linear code of length \( M \) and dimension \( K \) as an \([M, K]\) code.

III. NUMERICAL EXPERIMENTS

As we already mentioned, our work is motivated in part by the experimental results which show that matrices formed of codewords of a fixed weight obtained from binary codes perform very well in the group testing problem for identifying defective entries. In this section, we present a few simulation results using matrices formed by codewords of fixed weight obtained from different BCH codes, and compare their performance with best possible randomly generated sparse matrices.

The results are presented in Fig. 1. Each of the eight plots in Fig. 1 presents results of identification of defectives for two group testing schemes, one using a matrix formed of the fixed-weight codewords of the BCH code and the other using a random binary code. The experiments were organized as follows. For instance, for the first plot (top left corner) we formed a test matrix \( A \) by using the codewords of weight \( w = 6 \) in the \([M = 31, K = 21]\) BCH code as its columns. There are \( N = 806 \) such codewords in the code, which enables us to construct a \( 31 \times 806 \) test matrix. This means that we can test a set of \( N = 806 \) items for the presence of defectives using \( M = 31 \) tests. To compare this construction with the scheme based on random matrices, we constructed a sparse random matrix assigning the entries independently to 0 or 1 with probability \( 1/2 \) equal to \( \tilde{p} = 1/(t+1) \) and 0 with probability \( 1 - \tilde{p} \). It is known (and also experimentally verified) that \( \tilde{p} = 1/(t+1) \) gives the best performance among such random matrices [3]. Each experiment consisted of generating a random vector with \( t \) defectives randomly inserted among \( N \) items and performing the identification procedure mentioned in Section II above. As the outcome, we record the number of false positives identified by each of the two schemes. This experiment is repeated 300 times; then we compute the average number of false positives found by the two group testing schemes. The curves in the plot show this number as a function of the actual number of defective elements \( t \).

Similar experiments were performed for the other group testing schemes shown in Fig. 1. In the second plot, we used a \([63, 57] - \text{BCH}\) codeword matrix with constant weight \( w = 3 \), \( N = 651 \) and \( M = 63 \), i.e., the matrix formed by the codewords of weight 3 of the Hamming code of length 63 (they are known to support a 2-design). In the third plot the matrix was formed of codewords of weight 5 in the \([63, 51]\) BCH code (there are \( N = 1890 \) such words) and in the fourth we used the 3411 codewords of weight 7 in the \([63, 45]\) BCH code. To summarize, the parameters \((N, M, w)\) of the schemes and the associated codes are:

\[
(806, 31, 6) \quad (651, 63, 3) \quad (1890, 63, 5) \quad (3411, 63, 7)\]

\[
[63, 39] \quad [63, 57] \quad [63, 51] \quad [63, 45]
\]

For the second-row plots in Fig. 1 the parameters are:

\[
(2170, 63, 9) \quad (2667, 127, 3) \quad (16002, 127, 5) \quad (48387, 127, 7)\]

\[
[63, 39] \quad [127, 120] \quad [127, 113] \quad [127, 106]
\]

where we also list the parameters of the BCH codes used to construct the matrices.

We can see that the fixed-weight BCH codeword matrices consistently in most cases perform much better than sparse random matrices in terms of the number of false positives detected, and the gap widens (in most cases) with the increase of the number of defectives. To exemplify this improvement, we show in Fig. 2 two individual experiments performed for fixed-weight BCH testing matrices used to generate Fig. 1, namely, the matrices with the parameters \( N = 1890, M = 63, w = 5 \) and \( N = 16002, M = 127, w = 5 \). In the left column in Fig. 2 we show the locations of the actual defective elements inserted in the population and the defective vectors identified.
by the BCH-based matrix (middle plot) and the random matrix (bottom plot) for the first set of parameters. We see that the BCH matrix locates the defectives exactly while the random matrix inserts a large number of false defectives compared to the actual number \( t = 4 \). In the right column of the plot we show similar results for an individual experiment for the second set of parameters. Here the BCH matrix-based scheme inserts a few false defectives, while the random matrix adds many more.

### IV. Properties of Constant Weight Codes and Estimates of the Error Probability

In this section we cite some known, and present some new results on constant weight codes with which we attempt to explain the observed performance of constant weight almost disjunct matrices.

The following well-known result of [11] has been the basis of a large number of construction of testing matrices.

**Proposition 2:** An \((M, N, d, w)\) constant weight binary code \( C \) provides a \( t \)-disjunct matrix, where \( t = \lfloor \frac{w\ell}{2d} \rfloor \).

**Proof:** Write the codewords of \( C \) as the columns of an \( M \times N \) matrix. The intersection of supports of any two columns has size at most \( w - d/2 \). Hence if \( w > t(w - d/2) \), the support of any column will not be contained in the union of supports of any \( t \) other columns. This proposition implies that a group testing scheme can be obtained from constant weight codes with large distance. However, the set of codewords of weight 5 in a \([63, 51] \) BCH code forms a \([63, 1890, 3, 5] \) constant weight code with distance \( d = 5 \), so Proposition 2 clearly fails to explain the performance of the group testing scheme obtained from this code.

Extending the theory of Kautz-Singleton to almost-disjunct matrices, [16] provides a bound on the false-positive probability of a constant weight code matrix in terms of its distance distribution. Define the average distance \( D \) of a code \( C \):  

\[
D(C) = \frac{1}{|C|} \min_{x \in C} \sum_{y \in C} d_H(x, y).
\]

Here \( d_H \) denotes the Hamming distance. Define also the second-moment of the distance distribution as follows:

\[
D_2(C) = \frac{1}{|C|^2} \sum_{x, y \in C} d_H(x, y)^2.
\]

One of the main results of [16] is the following theorem.

**Theorem 3:** Let \( C \) be a constant weight binary code \( C \) of size \( N \), minimum distance \( d \) and average distance \( D \) such that every codeword has length \( M \) and weight \( w \). The test matrix obtained from the code is \((t, \epsilon)\)-disjunct for the largest \( t \) such that the inequality

\[
d \geq D - \frac{3(w - t(w - D/2))^2}{(\ln 1/\epsilon)(2t(w - D/2) + w)}
\]

holds true.

Paper [16] also provides a more refined estimate that relies on the second moment of the distance distribution.

**Theorem 4:** Let \( C \) be a constant-weight \((M, N, d, w)\) binary code with average distance \( D \) and the second moment of the distance distribution \( D_2 \). The test matrix obtained from the code is \((t, \epsilon)\)-disjunct for the largest \( t \) such that the inequality

\[
d \geq D + \frac{3(D_2 - D^2)}{2(w - t(w - D/2))} - \frac{3(w - t(w - D/2))}{\ln 1/\epsilon}
\]

holds true.

In order to compute the estimates based on these theorems, we computed the distance distributions of a number of constant weight codes obtained from low-weight codewords of the BCH codes of length 63 and 127 mentioned above, and found \( D \) and \( D_2 \) for these codes. The results are listed in Table I.

Using these values, we can find the estimates of the error probability \( \epsilon \) given by Theorems 3 and 4. The results are summarized in Tables II and III, respectively. Although they represent a large improvement over the initial estimates of Kautz-Singleton, they still do not match the performance in actual experiments. For example, with codewords of weight 5 in a BCH code of length 127, even with 3 defectives the predicted false positive probability is 0.0479, whereas the number of false positives in the experiments is close to zero.

Next we will show that better estimates can be achieved in many cases. To formulate the result we need to define the dual distance of a constant weight code. The distance distribution of a constant weight code \( C(M, N, d, w) \) is a set of numbers \( b_0, b_1, \ldots, b_w \), where

\[
b_i = \frac{1}{|C|} \left| \{(x, y) \in C^2 : w - |\text{supp}(x) \cap \text{supp}(y)| = i\} \right|
\]

for \( i = 0, 1, \ldots, w \). Note that \( b_0 = 1 \). The dual distance \( d' \) of \( C \) is defined as

\[
d'(C) = \min \left\{ j \geq 1 : b'_j := \frac{1}{|C|} \sum_{i=0}^w b_i Q_j(i) > 0 \right\},
\]

where \( Q_j(i) \) is the value of the Hahn polynomial of degree \( j \); see [13, p. 545].

Now we are ready to state the main theorem in our analysis.

**Theorem 5:** Let \( C \) be an \((M, N, d, w)\) constant weight code with dual distance \( d' \) and let \( w < M/2 \). Let \( t \) be the maximum number of defective items and suppose that \( t < M/2 \). For any even \( \ell < d' \) the probability of a false positive test result for the group testing scheme constructed from \( C \) is bounded above as

\[
\epsilon \leq B(\ell, t) \left( \frac{\ell(M - w)}{2(M - \ell w)} \right)^{\ell/2} \sum_{i=0}^{\ell/2} \left( \frac{M - w}{2\ell w^2} \right)^i,
\]

where \( B(\ell, t) = \min \{(18\ell)^{\ell/2}, 1\} \). In addition, if \( M \geq \max\{4aw^2/\ell^2, w + 2w^2/\ell^2\} \), then

\[
\epsilon \leq t \left( \frac{2\ell^2(M - w)}{(\log \ell)w(M - \ell w)} \right)^{\ell}.
\]
in the form of the type bound that it is violated, where the random variables are the indices of \( t \) random columns of the matrix \( A \). This gives the estimate of \( \epsilon \) in the form of the \( \ell \)th moment of a sum of certain independent random variables which can be bounded above using classical inequalities such as the Rosenthal inequalities or other similar estimates. The full development of these arguments is rather long; see [1].

We have calculated the dual distances of all the low-weight BCH matrices considered in our experiments. The results are summarized in Table V.

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>( t = 1 )</th>
<th>( t = 2 )</th>
<th>( t = 3 )</th>
<th>( t = 4 )</th>
<th>( t = 5 )</th>
<th>( t = 6 )</th>
<th>( t = 7 )</th>
<th>( t = 8 )</th>
<th>( t = 9 )</th>
<th>( t = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M = 63, w = 3 )</td>
<td>0.0116</td>
<td>0.0407</td>
<td>0.1606</td>
<td>0.2997</td>
<td>0.3297</td>
<td>0.3596</td>
<td>0.3894</td>
<td>0.4191</td>
<td>0.4392</td>
<td>0.4597</td>
</tr>
<tr>
<td>( M = 63, w = 5 )</td>
<td>0.0268</td>
<td>0.0818</td>
<td>0.2462</td>
<td>0.3713</td>
<td>0.4073</td>
<td>0.4359</td>
<td>0.4631</td>
<td>0.4896</td>
<td>0.5141</td>
<td>0.5372</td>
</tr>
<tr>
<td>( M = 63, w = 9 )</td>
<td>0.0543</td>
<td>0.1962</td>
<td>0.5979</td>
<td>0.8524</td>
<td>1.1057</td>
<td>1.3543</td>
<td>1.5989</td>
<td>1.8376</td>
<td>2.0677</td>
<td>2.2944</td>
</tr>
<tr>
<td>( M = 127, w = 3 )</td>
<td>0.0122</td>
<td>0.0411</td>
<td>0.1322</td>
<td>0.2515</td>
<td>0.3562</td>
<td>0.4464</td>
<td>0.5287</td>
<td>0.6022</td>
<td>0.6660</td>
<td>0.7202</td>
</tr>
<tr>
<td>( M = 127, w = 5 )</td>
<td>0.0285</td>
<td>0.0874</td>
<td>0.2666</td>
<td>0.4571</td>
<td>0.6220</td>
<td>0.7583</td>
<td>0.8740</td>
<td>0.9690</td>
<td>1.0443</td>
<td>1.1093</td>
</tr>
</tbody>
</table>

In the case of \( \ell = 2 \) we have

\[
\epsilon < \frac{t}{M-1} \frac{(M-w)^2}{(M-w)t^2}.
\]

**Proof:** (outline) The ideas of the proof are as follows. First we show that as long as \( r < d' \), the \( r \)th central moment of the distance distribution of the code equals the \( r \)th moment of the hypergeometric random variable with the pmf \( f_X(t) = \binom{w}{t} \binom{M-w}{t}/\binom{M}{t} \), \( i = 1, \ldots, w \). This fact relies on simple properties of the Johnson association scheme. After that we use a condition similar to \( w > t(w-d)/2 \) (see the proof of Prop. 2) as sufficient for identification and write a Chernov-type bound that it is violated, where the random variables are the indices of \( t \) random columns of the matrix \( A \). This gives the estimate of \( \epsilon \) in the form of the \( \ell \)th moment of a sum of certain independent random variables which can be bounded above using classical inequalities such as the Rosenthal inequalities or other similar estimates. The full development of these arguments is rather long; see [1].
Using this information together with Theorem 5, we can compute upper bounds for the false-positive probabilities obtained from Eq. (5) for the various fixed-weight BCH codeword matrix examples given in Fig. 1. The results are listed in Table IV. We can see that the bounds are small, especially for smaller $t$, even when we have $\ell = 2$. Compared to all previous results, this gives better estimates of $\epsilon$.

### V. CONCLUSION

We propose constructions of almost disjoint matrices from codewords of a fixed weight in binary codes and perform experiments with matrices obtained from BCH codes of length $M = 63, 127$. The experiments show that the rate of error (false-positives) of group testing schemes obtained using these matrices is better than the performance of random binary matrices, making them good candidates for practical uses.

We also derive a new estimate of the error probability of constant-weight almost disjoint matrices based on the strength of designs formed by the columns of the matrices. We show that the estimates obtained from our results for the parameters considered are better than the estimates available in the literature. At the same time they still come short of matching the performance of the experiments. Deriving better estimates of the error probability of identification remains an open problem.
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