1. PROBLEM AND MOTIVATION

Spatial query processing has become a fundamental part of many important applications, e.g., human brains modeling [31], medical images processing [44], and urban planning [17,42]. Due to its importance, there have been numerous research efforts in the last three decades to support many spatial operations (e.g., range query [34], spatial join [24], kNN joins [45] and computational geometry [8]). Most recently, and coupled with the recent explosion of big spatial data [13], recent research efforts are dedicated to take advantage of the widely-used MapReduce platform [9] to enable spatial query processing for big spatial data (e.g., [11,28,36,46–48]).

Unlike the case of traditional algorithms of spatial operations where there are extensive studies on benchmarking and query optimization issues (e.g., see [2,14,16,18,22,24,35,39–41]), there are no similar efforts in MapReduce-based algorithms. This work shows our efforts in optimizing the spatial join operator as a first step towards building a full-fledged MapReduce-based spatial query optimizer. Spatial join is an expensive and crucial operation that joins two spatial datasets based on a spatial predicate, e.g., overlap, cover, touch. Our objective in optimizing the spatial join operation is not to compare between existing MapReduce-based spatial join techniques, and find which is best at what settings. Instead, we come up with a very thorough taxonomy that includes the spectrum of all possible ways of executing a spatial join in MapReduce. All existing algorithms for MapReduce-based spatial join (e.g., [1,12,19,38,43,47–49]) and non-explored yet techniques can be mapped to our taxonomy as special cases. In addition, our spatial join optimizer is equipped with a cost model that estimates the costs of different spatial join options in this taxonomy while taking its decisions. Unlike traditional cost models that focus on the cost of I/O accesses and processing times, the cost model in our optimizer estimates the costs of MapReduce phases.

2. BACKGROUND AND RELATED WORK

Traditional spatial join algorithms. There have been numerous efforts to spatially join two input relations, e.g., see [24] for a comprehensive survey. In general, these algorithms are categorized into three categories based on whether the two input relations are indexed or not, as follows: (a) None of the input relations is indexed [23,29,36,37,50], (b) Only one of the input relations is indexed [3,10,20,27,30], and (c) Both input relations are indexed [5–7,21,25]. With such numerous algorithms, many benchmarking studies were performed to show the strengths and weaknesses of each algorithm using many query workloads [18,22,35,39,40].

MapReduce-based spatial join algorithms. Research efforts in MapReduce-based spatial join algorithms come in two flavors, either as stand alone algorithms (e.g., [19,38,43,48,49]), or as part of big spatial data engine (e.g., HadoopGIS [1], SpatialHadoop [12]). In either case, the proposed algorithms are usually tailored towards one specific scenario, e.g., spatial join in SpatialHadoop assumes that both input data sets are spatially partitioned, while most of the algorithms assume that none of the two input data sets is spatially partitioned [1,19,38,43,48,49].

3. SPATIAL JOIN TAXONOMY

Figure 1 gives our taxonomy that covers the spectrum of almost all possible ways of executing a spatial join in MapReduce. In general, we abstract any spatial join algorithm in MapReduce into two phases, namely, partitioning and joining, which are executed in the map, and reduce functions, respectively. We study the possible decisions that cover the three possible cases of input R and S:

Case 1: No Spatial Partitioning. Both R and S are partitioned using the default Hadoop File System (HDFS) partitioning, i.e., no spatial partitioning. In this case, we have only one option which is partitioning both R and S based on a common spatial partitioning scheme in a way that each partition in R will be joined with only one corresponding partition in S. As our query optimizer is built inside SpatialHadoop [12], we have five partitioning choices to select from: STR [26], STR+ [26], QuadTree [15], KDTree [4] and Grid [32], which is depicted as Decision Point 1 in Figure 1.

Case 2: One File is Spatially Partitioned. Only one input dataset, say S, has the default HDFS partitioning, while the other data set R is spatially partitioned. In this case, we have two options: (1) Ignore the partitioning of R, and repartition both input files with one of the five partitioning schemes as in Case 1, or (2) Only repartition S using the exact partitioning scheme of R. In both cases, R and S will be partitioned using the same scheme, and hence each partition from R will be joined with exactly one partition from S. Using these two options, we have six choices in total to select from, which is depicted as Decision Point 2 in Figure 1. In the first option,
we will pay the cost of partitioning $R$ and $S$, while in the second option, we will pay the cost of partitioning only $S$.

**Case 3: Two Files are Spatially Partitioned.** Both input data sets $R$ and $S$ are already spatially partitioned on two different schemes. In this case, we have one of four options: (1) Ignore the partitioning of $R$ and $S$, and completely repartition them with one of the five partitioning schemes as in Case 1, (2) Ignore the partitioning of one of the two input files, say $S$, and repartition it using $R$ partitioning scheme as in Case 2, (3) Similar to Option 2, ignore the partitioning of $R$ and repartition it using $S$ partitioning scheme as in Case 2, or (4) Keep $R$ and $S$ partitioning intact, and go directly to joining phase where each partition in $R$ could be joined with many partitions from $S$ that overlap with it. Using these four options, we have eight choices to select from, which is depicted as Decision Point 3 in Figure 1. In the fourth option, there is no partitioning overhead, yet, it encounters more overhead in the joining phase as more partition pairs need to be joined (one-to-many join).

4. **SPATIAL JOIN COST ESTIMATION**

In general, the spatial join cost comes from; estimating the partitioning boundaries, actual data partitioning, transferring the overlapping partitions to the computing machines, and actual joining of overlapping partitions. Based on these cost factors, we define a cost model to estimate the performance of different options in the three input cases discussed earlier (derivations are omitted).

**Case 1: No Spatial Partitioning.** Assume that $R$ and $S$ have $N_R$ and $N_S$ input partitions, respectively. The spatial join cost, $C_{\text{tot}1}$, of any of the five alternatives in Case 1 can be estimated as:

$$C_{\text{tot}1} = C_{\text{est}} + [N_R + N_S]C_p + M[C_{\text{shuf}} + C_j]$$  

where $C_{\text{est}}$ is the cost of estimating partitioning boundaries, $C_p$ is the cost of partitioning one partition in any dataset, $M$ is the number of generated partitions from the partitioning phase, $C_{\text{shuf}}$ is the cost of moving a pair of partitions to the same computing machine, and $C_j$ is the cost of in-memory joining this pair of partitions. In Equation 1, the estimation $C_{\text{est}}$ and partitioning $[N_R + N_S]C_p$ costs are almost constant across the different partitioning techniques because they are based on the same input data $R$ and $S$. In contrast, the costs of moving $MC_{\text{shuf}}$ and joining overlapping partitions $MC_j$ depend on the value of $M$.

**Case 2: One File is Spatially Partitioned.** Let us assume that $R$ is spatially partitioned, while $S$ is not. The spatial join cost, $C_{\text{tot}2}$, of any of the five alternatives of the first option in Case 2 can be estimated as in Equation 1. In addition, the spatial join cost, $C_{\text{tot}2}$, of the second option can be estimated as follows:

$$C_{\text{tot}2} = N_SC_p + N_S[C_{\text{shuf}} + C_j]$$  

As shown in Equation 2, the second option saves the boundaries estimation cost $C_{\text{est}}$ because the partitioning boundaries are already specified. In addition, the second option significantly reduces the partitioning cost by partitioning one dataset, i.e. $S$ dataset, instead of two datasets. Therefore, the partitioning cost will be $N_SC_p$ instead of $[N_R + N_S]C_p$ as in the first option. On the other hand, the partitioning boundaries of the $N_R$ partitions are not estimated to partition both $R$ and $S$ together. By contrasting Equations 1 and 2, we find that the second option will be preferred over the first option only if the saving of the partitioning phase $[C_{\text{est}} + N_RC_p]$ in the second option is larger than the saving of the joining phase in the first option, $[N_R - M][C_{\text{shuf}} + C_j]$.

**Case 3: Two Files are Spatially Partitioned.** Similar to Case 2, the spatial join cost, $C_{\text{tot}3}$, of any of the five alternatives of the first option in Case 3 can be estimated as in Equation 1. Analogously, the spatial join costs of the second, $C_{\text{tot}3}$, and third $C_{\text{tot}3}$, options can be estimated as in Equation 2. In addition, the spatial join cost of the fourth option, $C_{\text{tot}4}$, can be estimated as follows:

$$C_{\text{tot}4} = \sum_{i=1}^{N_R} \sum_{j=1}^{N_S} I(i, j)[C_{\text{shuf}} + C_j]$$  

where $I(i, j)$ is a function that returns 1 if partition $i$ from $R$ overlaps with partition $j$ from $S$, and 0 otherwise. As shown in Equation 3, the cost of partitioning phase, including the cost of boundaries estimation $C_{\text{est}}$ and actual partitioning $C_{\text{part}}$, is eliminated, because there is no partitioning overhead. However, the number of overlapping partitions still affects the total cost.

5. **SPATIAL JOIN OPTIMIZER LOGIC**

Having $R$ and $S$ in Case 1, we apply Equation 1 on the only option in Case 1, but, with the five partitioning techniques supported in SpatialHadoop [12], and then choose the partitioning technique that has the minimum of $C_{\text{tot}1}$. Experimentally, we find that it is always best to use a data partitioning technique (e.g. STR [26]) when inputs are large or skewed. Having $R$ and $S$ in Case 2, we apply Equation 1 on the first option with five partitioning techniques (similar to Case 1), apply Equation 2 on the second option, and then choose the option that has the minimum of $C_{\text{tot}1}$ and $C_{\text{tot}2}$.

**Case 2:** Similar to Case 2, the route of Case 2 in all options, except in the fourth option (direct joining) where we apply Equation 3. Experimentally, we find that the fourth option is chosen only if both $R$ and $S$ are small.

6. **RESULTS AND CONTRIBUTIONS**

We show the results of our query optimizer in Case 1. We use the Lakes and Parks datasets from OpenStreetMap [33] as inputs. The experiment runs on a Hadoop cluster of 30 machines, each of 32 cores, 64GB RAM, and 4TB disk. In Figure 2(a), the size of Parks is varied from 0.1GB to 60GB, while the size of Lakes is fixed at 3GB. The two datasets are completely uniform. We omit the STR+ results as they are similar to the STR ones. In this case, our optimizer selects the Grid option at small datasets, and the STR option at large datasets which are the best options at these data sizes. Figure 2(b) shows the performance of our optimizer with skewed datasets. Our optimizer is still able to predict the best performance in case of skewed datasets by consistently selecting the STR option that usually generates the minimum number of balanced partitions $M$. The high accuracy in our experiments makes our optimizer a very appealing solution for big spatial data engines.
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