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Abstract—A growing global population of elderly dictates new
technological approaches to societal needs. Conversational agents
(CAs) are a promising technology to support older adults in
maintaining independence. A growing body of research supports
the potential of CAs in diverse applications. One of the primary
factors motivating the use of CAs as social support is that combat-
ing issues common to older adults, such as feelings of loneliness
and isolation, has strong lasting effects on their health and ability
to stay at home longer. A primary challenge is fostering and
sustaining long-term user engagement and adoption. We outline
the design of a CA meant to converse with older adults about
topics of interest, as well as the promising results of testing
with older adult participants in a series of five interactions.
Preliminary data indicate prolonged and consistent engagement
with the system, as well as a willingness to continue use.

Index Terms—conversational agents, older adults, elderly
users, positive affect, system usability.

I. INTRODUCTION

The unprecedented aging of the global population has
created a critical turning point in the development of infras-
tructure to support the care needs of older adults. The WHO
estimates that there will be 1.5 billion people in the 65 and
older age group by the year 2050; however, this skew means a
parallel decrease in the working-age population that will make
it much more difficult to provide adequate care to older adults
who may be in need of varying levels of support [1], [2], [3].

Intelligent systems have evolved rapidly in recent years to
be well-poised to become part of the infrastructure to support
an older population. These technologies can cover a variety of
needs in gerontechnology, from sensored homes to physical
assistance to social companionship. Designing interfaces to
these technologies for older users is a difficult and core
question that requires consideration of their specific needs [4],
[5]. Conversational agents and voice interfaces are uniquely
poised to address these needs due to their accessibility and
ease of use [6], [7]; however, the persistent gaps between user
experience and expectation often lead to poor reception and
low adoption rates for long-term use [8], [9]. One of the best
ways to design conversational technology is to involve older
users in the design process from the ground up [4]. There has
been a recent shift towards this paradigm by the community;
however, it is still resource intensive to undergo this type of
design process, and many gaps remain unaddressed.

The work described here is derived from the last phase of
a multi-year NSF project to address these gaps. ‘Calena’ is
a CA (conversational agent) designed to interact with older
adults about relevant areas of their lives such as their families’
hobbies, and daily activities. Calena’s design involved older
adults from the beginning – the design was developed and fine-
tuned by previous experiments with older adults and guided

by previous work with younger adults [10]. Calena itself is
powered by deep learning, and is a fully functional prototype
tested directly through conversations with older users.

II. BACKGROUND

Designing With Older Users. Designing technologies specif-
ically for elderly users requires a user-centered design ap-
proach that directly involves the target users throughout the
process [11], [12], [13], [4], [14], [15]. Studies emphasize the
importance of participatory design methods like interviews,
and surveys with older adults to understand their preferences,
needs, and expectations [16], [17], [18]. For example, elderly
users may desire systems that are somewhat constrained to
feel more predictable but can still support social conversation,
so designers should carefully test different interaction flows
and constraints [19]. When designing for older adults, any
limitations in mobility, vision, hearing, or other areas should
be considered and design activities adjusted accordingly [20].
Concerns of Older Users. Elderly users have unique con-

cerns about using technology, which can impact their willing-
ness to adopt and use technology, and their overall satisfaction
with it. Privacy and security are major concerns, as they wish
to maintain independence [21], dignity [22], and trust [23].
Technologies that are perceived as monitoring or surveillance
can make users uneasy, even if no data is externally stored
[24]. Older adults are apprehensive about external data storage
and transmission [25], hence very skeptical [26]. Acceptance
of new technologies is influenced by perceptions of usefulness
and usability [27]. Special consideration for potential physical
and cognitive limitations is needed without patronizing [20],
instructions and feedback should be clear and simple[28]. Age-
inclusive rather than age-exclusive design is ideal [15].

III. APPROACH

The core of this work was the development of a prototype
spoken dialogue system deployed in experimental interactions
with older adults. We used an iterative design process with a
series of experiments, including a feasibility testing phase with
older adults interacting with a Wizard of Oz (WoZ) system
[29] (Phase I). Phase II was a small interview study with the
same WoZ participants to gain better insight into their thoughts
on such a system. The information gathered in Phase II pin-
pointed the selection of family and hobbies as conversational
domains of interest to older users. Actual development (Phase
III) started after completing these information gathering stages.

The prototype we developed, named “Calena” for its origins
in a task-oriented system designed for scheduling functions, in-
cluded various components meant to support key experimental
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goals, including robust support for domain-specific conversa-
tions, maintenance of personalized user knowledge, powerful
speech processing and generation to increase usability, and
protection of user privacy and any sensitive data. To do this,
we combined a number of elements into one prototype.
Conversational Agent and Mindmeld. Cisco’s MindMeld
API [30] is a robust conversational agent API released in
the late 2010s designed to create CAs with deep domain
knowledge supported by standard language models such as
BERT. Using MindMeld we created in-depth domain models
with custom entities and training data. We included data from
participants in previous experiments and data generated by
members of the research team. Using MindMeld we had
created prototypes for other projects, such as a calendar and
scheduling [10], which enabled us to make a more capable
system by integrating some features from those prototypes.
Personalization. Personalization has proven to be a powerful
tool for encouraging older individuals to continue engaging
with their CAs [14]. We chose to store any user information in
a PKB (personalized knowledge base) that was accessible and
structured to make it easy to use for future extensions to the
project. Apache Gremlin [31] was chosen for several reasons.
First, it is not rigidly structured like JSON or XML, and allows
any number of defined entity types that aren’t required to
have every attribute filled in. Gremlin data is also stored as a
connected graph, so it is easier to store both different pieces of
information and the relationships between them, which makes
traversing and reasoning with the PKB easier.
Speech Processing and Generation. We chose Microsoft
Azure cognitive services for the text-to-speech and speech-
to-text required for the dialogue system. In addition to best
addressing concerns about data protection, Azure allows to
set custom timeouts when listening, to account for a wider
number of disfluencies in older users. Using an out-of-the-
box solution for these two parts of the system gave us greater
processing power and live input sanitization, which enabled
us to exploit the domain structure and entities in MindMeld.
User Privacy and Security. Our previous work shows that
data protection and privacy are of great importance to older
users [8]; we have also found that regardless of system design,
users will disclose a diverse amount of personal information
even in task-oriented systems [32]. With this in mind, we con-
sidered privacy and data security to be a primary focus in our
prototype design. This dictated our choice of speech services
and of knowledge representation in Gremlin. We found that,
unlike competitors, Microsoft Azure allows ownership of the
data because our cloud storage is protected and private [33],
[34]. Last, Gremlin is a temporary server – unless the graph
data is explicitly written to disk at some point, any data will
be lost when the Gremlin server is shut down or restarted [31].
This was done as an extra means of user security.

IV. EXPERIMENTAL DESIGN AND PRELIMINARY RESULTS

The culmination of Phase III was the deployment of Calena
in live testing with older adults. The number of participants
was 26: 19 females and 7 males, aged 60-81, all native
English speakers. We wanted to measure the impact of positive

prompts used by the CA in the conversation because talking
about positive past or anticipated future events is known to
increase feelings of well-being and was therefore expected to
promote user engagement.

Participants were divided into two groups A and B, both
received balanced positive vs. neutral prompts in different
days, with the total number of positive prompts equated across
the groups. Over the five days, the positive prompts were 1-
4-1-1-4 for group A and 1-1-4-4-1 for group B. Participants
provided feedback after each interaction and at the conclusion
of the study. The positive prompt determines participant’s will-
ingness to interact with CA. Prior to the study, all participants
provided a ’technology profile’ outlining their past and present
technology experience and their self-assessed technology skills
and interests [35], [36], [37].

We collected a wealth of information from participants
throughout the study, including session-specific usability as-
sessments via the System Usability Scale (SUS) [38] and
impressions of Calena’s behavior. Participants answered 10
questions on a 5-point scale about their impressions at the
end of the fifth session. The scores were combined and scaled
to produce a score between 0 and 100.

Preliminary analysis of the data is promising. SUS scores
throughout the course of the experiment remained reasonably
high and consistent, as seen in Figure 1. The average SUS
score for studies is 68, so we did quite well. At the conclu-
sion of the experiment, many participants indicated continued
interest and willingness to interact with the system and were
fairly positive about using similar systems for longer-term use.

Fig. 1. Participant System Usability Scale scores across sessions

V. CONCLUSIONS

Our preliminary results with Calena are promising. CAs
can become a useful way of providing social support to
elderly people at a limited cost and with no need for complex
instructions and training. To maintain engagement from the
users, more work needs to be done to enrich the conversational
ability of the CAs while ensuring the privacy is respected.
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