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Abstract

In this paper we describe the underlying concepts behind the spatial sound renderer built at the University
of Southern California’s Immersive Audio Laboratory. In creating this sound rendering system, we were faced
with three main challenges. First the rendering of sound using the Head-Related Transfer Functions, second
the cancellation of the crosstalk terms and third the localization of the listener’s ears. To deal with the spatial
rendering sound we use a two-layer method of modeling the HRTF’s. The first layer accurately reproduces the
ITD’s and IAD’s, and the second layer reproduces the spectral characteristics of the HRTF’s. A novel method
for generating the required crosstalk cancellation filters as the listener moves was developed based on Low-Rank
modeling. Using Karhunen-Loeve expansion we can interpolate among listener positions from a small number
of HRTF measurements. Finally we present a Head Detection algorithm for tracking the location of the listener’s
ears in real time using a laser scanner.

1 INTRODUCTION

Applications for 3-D sound rendering include teleimmersion; augmented and virtual reality for manufacturing and
entertainment; teleconferencing and telepresence; air-traffic control; pilot warning and guidance systems; displays
for the visually impaired; distance learning; and professional sound and picture editing for television and film.

In implementing a sound rendering system one is faced with three main challenges. First the rendering of virtual
sound sources using the Head-Related Transfer Functions, second the cancellation of the crosstalk terms that is
necessary for loudspeaker-based system and third the localization of the listener’s ears in order to dynamically
adjust both the HRTF and crosstalk cancellation filters as the listener moves.

Although localization in the horizontal plane can be attributed mainly to time and level (amplitude) differences,
variations in the spectrum as a function of azimuth and elevation angles also play a key role in sound localization.
These variations arise mainly from reflection and diffraction effects caused by the outer ear (pinna) that give rise to
amplitude and phase changes for each angle. In fact, ITD and IAD alone are not sufficient to explain localization
of sounds in the median plane, in which ITDs and IADs are both zero. These effects are described by a set of
functions known as the Head-Related Transfer Functions (HRTF’s). Each HRTF, realized as a filter, is in effect
the impulse response of a pinna which is viewed as a linear and time-invariant system varying with the direction
of the sound source.

In section 2 of this paper, we present a two-layer method of modeling HRTF’s for immersive audio rendering
systems. The first layer accurately reproduces the ITD’s and IAD’s, and the second layer reproduces the spectral
characteristics of the HRTF’s. This allows for two degrees of control over the accuracy of the model. For example,
increasing the number of measured HRTF’s improves the spatial resolution of the system. On the other hand,
increasing the order of the model extracted from each measured HRTF improves the accuracy of the response for
each of the measured directions.

�This research has been funded by the Integrated Media Systems Center, a National Science Foundation Engineering Research Center,
Cooperative Agreement No. EEC-9529152.
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For a given sound direction, localization can be accomplished by filtering an audio signal with the appropriate
pair of HRTF’s (one for each ear). This is true, though, only when using headphones for sound reproduction.
When loudspeakers are used, it is clear that the physical setting introduces cross-terms, since each ear receives
sound from both loudspeakers. These cross-terms need to be canceled, so that we can exert sufficient control
on what reaches each of the listener’s ears, as in the headphones case. Additionally, the frequency response
of the loudspeakers in practice is not flat and needs to be equalized (this is also true for the response of the
headphones). The approach followed here and described in section 3 realizes acoustic crosstalk cancellation based
on Karhunen-Loeve expansion that was used to interpolate among listener positions from a small number of HRTF
measurements.

For both the spatial rendering and the crosstalk cancellation, accurate localization of the listener’s ears relevant
to the sound source is required. In section 4 a Head Detection and Tracking (HDT) algorithm is implemented for
this purpose. This algorithm uses data provided by a laser tracking system measuring distances of points up to 8
meters in front of the device. The significant advantage of this type of sensor compared to vision-based systems is
that it does not depend on the illumination conditions of the room and therefore it can work even in total darkness.
The HDT algorithm detects the head of the listener and estimates the position of his ears relevant to the sound
source. The algorithm also tracks the listener’s rotational motion. The tracking part of this algorithm is based on a
simple model of head motion previously used for enhancing the rendering speed of a head-on display system [1].

2 SPATIAL AUDIO RENDERING

One of the key drawbacks of 3-D audio rendering systems arises from the fact that each listener has HRTF’s that
are unique for each angle. Measurement of HRTF’s is a tedious process that is impractical to perform for every
possible angle around the listener. Typically, a relatively small number of angles are measured and various methods
are used to generate the HRTF’s for an arbitrary angle. Previous work in this area includes modeling using principal
component analysis [2], as well as spatial feature extraction and regularization [3].

In this section, we present a two-layer method of modeling HRTF’s for immersive audio rendering systems.
Kung’s method [4] was used to convert the time-domain representation of HRTF’s in state-space form. The models
were compared both in their Finite Impulse Response (FIR) filter form and their state-space form. It is clear that
the state-space method can achieve greater accuracy with lower order filters. This was also shown using a balanced
model truncation method [5]. Although an Infinite Impulse Response (IIR) equivalent of the state-space filter could
be used without any theoretical loss of accuracy, it can often lead to numerical errors causing an unstable system,
due to the large number of poles in the filter. State-space filters do not suffer as much from the instability problems
of IIR filters, but require a larger number of parameters for a filter of the same order. However, considering that
there are similarities among the impulse responses for different azimuths and elevations, a combined single system
model for all directions can provide, as we will show, a significant reduction.

Previous work on HRTF modeling has mainly focused on methods that attempt to model each direction-specific
transformation as a separate transfer function. In section 2 we present a method that attempts to provide a single
model for the entire 3-D space. The model builds on a generalization of work by Haneda et al. [6], in which the
authors proposed a model that shares common poles (but not zeros) for all directions. Our model uses a multiple-
input single-output state-space system to create a combined model of the HRTF’s for all directions simultaneously.
It exploits the similarities among the different HRTF’s to achieve a significant reduction in the model size with a
minimum loss of accuracy.

2.1 Two Layer Model

One way to spatially render 3-D sound is to filter a monaural (non-directional) signal with the HRTF’s for the
desired direction. This involves a single filter per ear for each direction and a selection of the correct filter taps
through a lookup table. The main disadvantage of this process is that only one direction can be rendered at a time
and interpolation can be problematic. In our work we extract and model the important cues of ITD and IAD as
a separate layer, thus avoiding the problem of dual half-impulse responses created by interpolation. The second
layer of the interpolation deals with the angle-dependent spectrum variations (Fig. 1). This is a multiple-input
single-output system (for each channel), which we created in state-space form.
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Figure 1: The unprocessed signals are passed to the algorithm along with the desired azimuth and elevation angles
of projection.

Figure 2: Extracted delay and sixth order polynomial on the left, while on the right is the extracted energy versus
a twelfth order polynomial fit. fit.

The signal for any angle � can be fed to the input corresponding to that angle, or if there is no input correspond-
ing to � then the signal can be split into the two adjacent inputs (or more in the case of both azimuth and elevation
variations). In order to proceed with the two-layered model described above, we first extract the delay from the
measured impulse responses. Fig. 2 (left) shows the delay extracted from the measurements and fitted with a sixth
order polynomial.

It should be noted that here the azimuth is measured from the center of the head relative to the midcoronal and
towards the face as shown in Fig. 3 and not relative to the midsagittal and clockwise as is common practice. For
example, the azimuth of 270Æ relative to the midsagittal corresponds to 180Æ for the right ear but to 0Æ for the left
ear measured with this proposed convention. This method of representation was chosen because it allows us to use
two copies of the same model for both ears.

Similarly we can approximate the gain with a 14th order polynomial as in Fig. 2 (right). The advantages of
polynomial fitting are not so obvious when only one elevation is considered, but become more evident when the
entire 3-D space is taken into consideration.

Removing the initial delay and gain of the HRIR’s of Fig. 4 (left) we are left with the set of impulse responses
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Figure 3: Proposed convention of measuring azimuth in order to have a single delay and gain function for both
ears.

Figure 4: Left: Original HRIR’s for 0Æ elevation and a 5Æ azimuth resolution. Right: HRIR’s after initial delay and
gain are removed for 0Æ elevation and a 5Æ azimuth resolution.

that will be modeled by the second layer. These HRIR’s are very similar to each other as shown on Fig. 4 (right).

2.2 FIR Filter Reduction

The measurements used in this paper consist of impulse responses taken using a KEMAR dummy head [7]. These
512-point impulse responses can be used as an FIR model against which our comparisons will be based. In order
to reduce these impulse responses we used the method first proposed by Kung [4] at the 12th Asilomar Conference
on Circuits, Systems and Computers. The one input-one output case is briefly described below.

Note that alternative methods can be used (see Mackenzie et al. [5]). For this and other methods, the reader
can refer to the original paper by Kung [4], as well as Beliczynski et al. [8] and references therein.

Consider an impulse response model of a causal, stable, multivariable and linear time-invariant system. If the
system state space model is

x(n+ 1) = Ax(n) +Bu(n) (1)

y(n) = Cx(n) +Du(n) (2)

and an impulse is applied to the system then (assuming that u0 = 1, without loss of generality):
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y0 = D
x1 = B
x2 = AB
x3 = A2B

: : :
: : :

xN = ANB

y1 = CB
y2 = CAB
y2 = CA2B

: : :
: : :

yN = CANB

(3)

Forming the above into a matrix:

2
6664

y(n)
y(n+ 1)

y(n+ 2)
...

3
7775 =

2
666664

CB CAB CA2B : : :
CAB CA2B CA3B : : :
CA2B CA3 : : : : : :
CA3B CA4B : : : : : :

...
...

...
. . .

3
777775

2
66664
u(n)
0
...
...

3
77775

Separating the Hankel matrix (i.e., the matrix that is in position (i; j) is CAi+j�1B) and expressing it in its
Singular Value Decomposition (SVD) components:

H =

2
6664

C
CA
CA2

...

3
7775 �

�
B AB A2B : : :

�
= 
� = U�V T (4)

where U , V are unitary matrices and � contains the singular values along its diagonal in decreasing magnitude,
i.e.,

� = Diag[�1; �2; �3; : : : �r ; �r+1; : : : �N+1] (5)

and 
 and � are the extended observability and reachability matrices that can be expressed in terms of the SVD
components of H as:


 = U�
1

2 and � = �
1

2V T (6)

One way to reduce the model is to use

H =
�
Un Un

�
�

�
�n 0

0 �n

� "
Vn

Vn
T

#
(7)

and reduce 
 and � to:


n = Un�
1

2

n and �n = �
1

2

nV
T
n (8)

This will give:

A = ��
1

2UT
n U

"

n�
1

2 C = U1
n�

1

2

B = �
1

2

�
V 1
n

�T
D = y0

(9)
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While there are several definitions (10), one that also guarantees stability is

Un =

2
6664

U1
n

...
UN�1
n

UN
n

3
7775 and U"

n =

2
6664
U2
n

...
UN
n

0

3
7775 (10)

To achieve higher speeds in model creation and the ability to handle any model size, Kung’s method is per-
formed on each impulse response separately. This avoids the dimension increase of the Hankel matrix and con-
sequently drops the computational cost of the SVD significantly since SVD is an O(3) operation. The individual
state-space models are combined in a single model to form the final model. Further reduction can be achieved on
the resulting model if desired.

2.3 Results

The measurements used in this paper consist of impulse responses taken using a KEMAR dummy head [7]. These
512-point impulse responses can be used as an FIR model against which our comparisons will be based. In order
to reduce these impulse responses we used the method first proposed by Kung [4] at the 12th Asilomar Conference
on Circuits, Systems and Computers.

Figure 5: Frequency domain of measured and simulated impulse responses for a model created with a 30Æ resolu-
tion. � = 40, and � = 50 were not used for the creation of the model

Note that alternative methods can be used (see Mackenzie et al. [5]). For this and other methods, the reader
can refer to the original paper by Kung [4], as well as Beliczynski et al. [8] and references therein.

To achieve higher speeds in model creation and the ability to handle any model size, Kung’s method is per-
formed on each impulse response separately. This avoids the dimension increase of the Hankel matrix and con-
sequently drops the computational cost of the SVD significantly since SVD is an O(3) operation. The individual
state-space models are combined in a single model to form the final model. Further reduction can be achieved on
the resulting model if desired.
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Figure 6: Detail of the time domain of Fig. 5

The advantages of the two-layer HRTF model can better be observed by examining a few representative impulse
responses. Figs. 5 and 6 show the measured data with a dashed line and the simulated data with a solid line. The
model was created with data measured every 30Æ, and therefore only data from the first and last plot of each
figure were used for the creation of the model. The other two simulated responses in the plot correspond to data
synthesized from the 30Æ and 60Æ inputs of the state-space model. For example, angle 40Æ corresponds to 2

3
of the

input signal being fed through the 30Æ input, while the remaining 1
3

is input to the 60Æ direction. As expected, the
two main cues of delay and gain were preserved in the impulse response since they are generated from a separate,
very accurate layer. The second layer can then be reduced according to the desired accuracy.

Fig. 7 shows the performance of a further reduced state space model. The model was reduced to less than a third
its initial size (down to 191 states from 600). The reduction was performed using techniques as described in [9]
and [10]. As can be seen from the figures, there was some minor loss of accuracy. Fig. 8 displays the performance
of an equivalent model size that was created by reducing each individual HRTF to a 16 state model. These models
correspond to a combined model of 192 states that is of equivalent size to the previous combined model but that
performs very poorly. The advantage of performing the reduction to the combined model, as described above, is
clearly evident.

3 LOUDSPEAKER-BASED RENDERING

In order to deliver the appropriate binaural sound field to each ear through loudspeakers, it is necessary to eliminate
the crosstalk that is inherent in all loudspeaker-based systems. This limitation arises from the fact that while each
loudspeaker sends the desired sound to the same-side (ipsilateral) ear, it also sends undesired sound to the opposite-
side (contralateral) ear.

Crosstalk cancellation can be achieved by eliminating the terms HRL and HLR (Fig. 9), so that each loud-
speaker is perceived to produce sound only for the corresponding ipsilateral ear. Note that the ipsilateral terms
(HLL, HRR) and the contralateral terms (HRL, HLR) are just the HRTF’s associated with the position of the two
loudspeakers with respect to a specified position of the listener’s ears. This implies that if the position of the lis-
tener changes then these terms must also change so as to correspond to the HRTF’s for the new listener position.

AES 109th CONVENTION, LOS ANGELES, 2000 SEPTEMBER 22-25 7
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Figure 7: Model used is reduced down to 191 states from an original size of 600 states. Accuracy has not decreased
significantly.

One of the key limitations of crosstalk cancellation systems arises from the fact that any listener movement that
exceeds 75 to 100 mm completely destroys the desired spatial effect. This limitation can be overcome by tracking
of the listener’s head in three-dimensional space. A prototype system that used a magnetic tracker and adjusted the
HRTF filters based on the location of the listener was demonstrated by Gardner [11, 12].

Several schemes have been proposed to address crosstalk cancellation. The first such scheme was proposed by
Atal and Schroeder [13] and later another was published by Damaske and Mellert [14, 15]. A method proposed
by Cooper and Bauck modeled the head as a sphere and then calculated the ipsilateral and contralateral terms [16,
17]. They showed that under the assumption of left-right symmetry a much simpler shuffler filter can be used to
implement crosstalk cancellation as well as synthesize virtual loudspeakers in arbitrary positions. Another method
by Gardner approximates the effect of the head with a low-pass filter, a delay and a gain (less than 1) [18].

While these methods have the advantage of low computational cost, the spherical head approximations can
introduce distortions particularly in the perceived timbre of virtual sound sources behind the listener. Furthermore,
the assumption that the loudspeakers are placed symmetrically with respect to the median plane (i.e.,HLR = HRL

and HLL = HRR) leads to a solution that uses the diagonalized form of the matrix introduced by the physical
system [16, 17]. This solution can only work for a non-moving listener seated symmetrically to the loudspeakers.
In this paper, we use a different approach for the analysis that can be easily generalized to the non-symmetric case
that arises when the listener is moving [19]. In our analysis we present the non-symmetric case for a listener placed
at the center between two loudspeakers but being able to do rotational movement (assuming the ears of the listener
are at the same level as the loudspeakers for simplicity purposes only). For this case, the terms ipsilateral and
contralateral terms are not equal, however they still correspond to the HRTF’s of a specific angle. This angle can
be found based on the angle of the loudspeaker placement with respect to the listener and to the angle of rotation
of the listener with respect to the fully symmetric case. If the angle of the loudspeakers with respect to the median
plane is a degrees referring to the right loudspeaker, and the listener has rotated b degrees clockwise, then the
required HRTF’s will be as follows: HRR will be the ipsilateral HRTF for the angle � � � mod 360Æ and HRL
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Figure 8: 12 Models of total 192 states. Accuracy has dropped significantly in comparison with Fig. 7 although
model size is the same.

will be the corresponding contralateral HRTF, while the same is true for HLL and HLR but for the angle � + �
mod 360Æ (mod stands for the modulo operation). For the system described, the range of � can be from 0 to 90
degrees for both clockwise and counter-clockwise rotation.

We can use matrix notation to represent the loudspeaker-ear system as a two input-two output system in which
the two outputs must be processed simultaneously. The following analysis corresponds to the frequency domain.
We define HL as the virtual sound source HRTF for the left ear, HR as the virtual sound source HRTF for the right
ear, HRR , HRL, HLL and HLR as described above, and S as the monaural input sound. Then the signals EL and
ER at the left and right eardrums respectively should, ideally, be equal with the HRTF-processed monaural sound
SL and SR (that is the input to the crosstalk canceling system) and are given by

�
EL

ER

�
=

�
SL
SR

�
=

�
HL 0

0 HR

� �
S

S

�
(11)

The introduction of the contralateral and ipsilateral terms from the physical system (the loudspeakers) will
introduce an additional transfer matrix

�
EL

ER

�
=

�
HLL HLR

HRL HRR

� �
SL
SR

�
(12)

In order to deliver the signals in (11), given that the physical system results in (12), pre-processing must be
performed to the binaural input. In particular, the required preprocessing introduces the inverse of the matrix
associated with the physical system, as shown below
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HRRHLL

HRLHLR

XL XR

Figure 9: Two loudspeaker-based spatial audio rendering system showing the ipsilateral (HLL and HRR) and
contralateral (HLR and HRL) terms for a rotating listener.

�
EL

ER

�
=

�
HLL HLR

HRL HRR

��
HLL HLR

HRL HRR

��1 �
SL
SR

�
(13)

It can be seen that equations (11) and (13) are essentially the same. Solving (13) we find

�
EL

ER

�
=

�
HLL HLR

HRL HRR

�
1

HRRHLL

1�
1� HRL

HRR

HLR
HLL

� � HRR �HLR

�HRL HLL

� �
SL
SR

�
(14)

which can finally be written as

�
EL

ER

�
=

"
1 �

HLR
HLL

�

HRL
HRR

1

# �
1

HLL
0

0 1
HRR

� �
SL
SR

�
(15)

assuming that

1�
1� HRL

HRR

HLR
HLL

� � 1 (16)

This assumption is based on the fact that the contralateral term is of substantially less power than the ipsilateral
term because of the shadowing caused by the head.
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The terms 1=HLL and 1=HRR in (15) correspond to the loudspeaker inversion. That is, the HRTF’s corre-
sponding to the actual position of the loudspeakers are inverted since they add spectral information that is not in
the binaural signal of the virtual source. The matrix

"
1 �

HLR
HLL

�

HRL
HRR

1

#

corresponds to the crosstalk cancellation. In the approach described here, the crosstalk cancellation and the inver-
sion of the loudspeakers’ response are closely connected, but it is important to note the difference between these
two terms. Finally, the signals XL and XR that have to be presented to the left and right loudspeaker respectively
in order to render the virtual source at the desired location are given by

�
XL

XR

�
=

"
1

HLL
�

HLR
HLL

1
HRR

�

HRL
HRR

1
HLL

1
HRR

# �
SL
SR

�
(17)

which can be written as

XL =
1

HLL

SL �
HLR

HLL

1

HRR

SR

XL =
1

HRR

SR �
HRL

HRR

1

HLL

SL (18)

This implies that four different filters should be designed as follows:

FL =
1

HLL

FL = �

HRL

HLL

FL =
1

HRR

FL = �

HRL

HRR

(19)

The binaural signals pass through these filters, which should obviously form a lattice structure, and then each
channel is led to the corresponding loudspeaker.

3.1 Theoretical Analysis

The analysis in the previous sections has shown that crosstalk cancellation requires the implementation of prepro-
cessing filters of the type Hinv = Hx=Hy. There are a number of methods for implementing the filter Hinv. The
most direct method would be to simply divide the two filters in the frequency domain. However, Hy is in general
a non-minimum phase filter, and thus the filter Hinv designed with this method will be unstable. A usual solution
to this problem is to use cepstrum analysis in order to design a new filter with the same magnitude as Hy but being
minimum phase [20]. The drawback is that information contained in the excess phase is lost.

In another publication [19] we have introduced an alternative method that maintains the HRTF phase infor-
mation. The procedure is to find the non-causal but stable impulse response, which also corresponds to Hx=Hy

assuming a different Region of Convergence for the transfer function, and then add a delay to make the filter causal.
The trade-off and the corresponding challenge is to make the delay small enough to be imperceptible to the listener
while maintaining low computational cost. Although this method has been chose because of its advantage of com-
bining computational efficiency and fast convergence, it is still quite demanding for a real-time implementation,

AES 109th CONVENTION, LOS ANGELES, 2000 SEPTEMBER 22-25 11
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especially in the case it has to be combined with other modules, such as head tracking and HRTF modeling. The
solution that we present in this paper is based on pre-computing the crosstalk filters for all the possible angles and
then use low-rank modeling for the purpose of data reduction and position interpolation.

3.1.1 Low-Rank Modeling

We use Karhunen-Loeve Expansion (KLE) [21] for the purpose of modeling the resulting filters in a low-dimensional
space and, additionally, for interpolating between the available listener positions (the listener positions for which
the crosstalk filters have been calculated). For this purpose, each crosstalk filter is treated as a vector of measure-
ments and is denoted by hj , where j ranges from 1 to P and P is the number of all the crosstalk filters used for all
the desired listener rotation angles (4 filters for each angle).

In KLE, a vector of measurements can be expanded into an orthonormal basis, which actually consists of the
eigenvectors of the covariance matrix that describes the measurement process. In the case of multiple vectors that
we examine, a usual procedure [22] is to define a time-averaged covariance matrix such as

R =
1

P

PX
j�1

(hj � hav) (hj � hav)
T (20)

where,

hav =
1

P

PX
j�1

hj (21)

is the average vector of all the vectors used. Then, the vector hj can be represented as an expansion of orthonormal
vectors as

hj = Qwj + hav (22)

In (22) Q is a matrix whose columns are the eigenvectors of R, and wj are the corresponding coefficients,
given by

wj = Q
T (hj � hav) (23)

For the listener rotation angles that there did not exist any HRTF measurements and, therefore, no crosstalk
filters could be designed, it is possible to calculate corresponding coefficients by linearly interpolating between
the two closest angles for which coefficients were found by using (23). Additionally, low rank modeling of the
crosstalk filters can be used, that is, only K eigenvectors of R can be used corresponding to the K largest eigen-
values (K < P ). Then Q contains only these K eigenvectors and its dimensions become P by K instead of P
by P . This is especially effective for the case that the rest P � K eigenvalues are very close to zero, since the
modeling error between the vector hj and the reconstructed hrj from the low-rank model is analogous to the sum
of the P �K eigenvalues that were considered small. As it will be shown in the next paragraph, this is true for
the application that we examine and for the specific filters designed only a very small number of eigenvalues were
substantially greater than zero.

In section 3.1.2 we describe our findings by showing simulation results of the performance of the filter design
method described, by comparing the designed filters with the filters produced by the low-rank modeling method
and, finally, by simulating the acoustic path in order to calculate the achieved crosstalk cancellation.
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Figure 10: Two loudspeaker-based spatial audio rendering system showing the ipsilateral (HLL and HRR) and
contralateral (HLR and HRL) terms for a rotating listener.

3.1.2 Simulation Results

Low-Rank Modeling
The main reason for using KLE was to interpolate between the listener positions that were available. The

HRTF’s that were used for the results mentioned in this section were the ones made available by MIT. The reason
for this was that measurements were available every 5 degrees (assuming that the listener’s ears were at the same
elevation as the loudspeakers). For a more general application, the given measurements for all different elevation
angles could be used (that is, for the case that the listener’s level with respect to the loudspeakers is not constant).
It is certainly expected that, for this case, KLE would offer a substantial improvement in storage requirements, as
well as a means for interpolation. For the simple case we examine here, interpolation is the reason for applying
KLE.

Using these measurements, crosstalk filters were created for a listener rotating 180 degrees (90 degrees left to
90 degrees right) for every 5 degrees. The idea, then, was to use KLE so that the listener rotation angles that were
not available by measurements could be calculated by means of interpolation, using the available measurements.
Instead of using synthetic HRTF’s by applying KLE to the available measurements and then designing the required
filters, a different approach was followed. The filters for the available angles were designed and then KLE was
applied to those filters. This approach is more appropriate since, as mentioned earlier, computational cost required
that pre-calculated filters to be used instead of designing the required filters in real-time.

For the listener positions that were mentioned, two different basis were designed for the two different types of
filters that were to be designed using [19]. That is, KLE was applied to filers of the type 1=Hi and to filters Hc=Hi

resulting in two different basis. The reason for this separation was that filters of the same type were quite similar
in the time domain, which meant that a smaller number of basis vectors would be required for modeling the filters
with the least error. The discussion that follows describes the results obtained for the filters of the type 1=Hi.

All the filters that were designed were of 2000 taps length and 700 samples of delay. Thus, the covariance ma-
trixR was of dimension 2000-by-2000. From its 2000 eigenvalues, the first 40 are shown in Fig. 10. It is obvious
from this figure that except from the first 25 eigenvalues, all the rest can be considered as being approximately
zero, resulting in a basis of 25 eigenvectors of 2000 samples each, the eigenvectors of R that correspond to these
25 eigenvalues. By using these 25 eigenvectors, a very low modeling error was achieved. In Fig. 11 one of the
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Figure 11: Two loudspeaker-based spatial audio rendering system showing the ipsilateral (HLL and HRR) and
contralateral (HLR and HRL) terms for a rotating listener.

filters corresponding to 10 degrees clockwise rotation is shown (upper plot) with the filter that resulted by using
the low-rank model (bottom plot). The two filters are obviously very close and their time-domain error of 45 dB
(defined in 14) verifies this. In Fig. 12 their error in frequency domain is shown by plotting their normalized error
at all frequencies. For a wide range of the frequency band it is obvious that the error is quite acceptable. Again,
for frequencies above 15 kHz, the degradation of the error is not considered important.

4 HEAD DETECTION AND TRACKING

4.1 Description of the laser scanning device

For both the HRTF-based rendering and the crosstalk cancellation described above, accurate localization of the
listener’s ears with respect to the sound source is required. A Head Detection and Tracking (HDT) algorithm is
implemented for this purpose. This algorithm uses data provided by a 2D laser radar system LMS 2001 by SICK
Optics Inc. shown in Figure 13, measuring distances of points up to 8 meters in front of the device. Each scan
contains data for 180 degrees in azimuth for every 0.5 degrees (total of 361 points). The accuracy of the LMS
200 sensor is approximately 15mm for the range used. The significant advantage of this type of sensor compared
to vision-based systems is that it does not depend on the illumination conditions of the room and therefore it can
work even in total darkness.

4.2 Experimental setup

The laser scanner is placed such as to face the person sitting in front of the sound system at a distance of approx-
imately 0.5 meters. Since this sensor scans in a single plane its height is appropriately adjusted so that it scans at
the level where the primary features to be detected are, i.e the ears and the nose of the listener.

In Figure 14, the surfaces detected during a single scan can be seen. At the bottom of this figure the semi-
ellipsoid locus of points close to (0; 0) are the reflections from the head of the person sitting in front of the laser
source. The first step of the HDT algorithm is to isolate these points from the reflections of other objects in the
surroundings. This selection is performed based on the topology of each group of candidate reflections. A coherent

1This sensor complies with Class I eye safety regulations.

AES 109th CONVENTION, LOS ANGELES, 2000 SEPTEMBER 22-25 14



GEORGIOU ET AL. IMMERSIVE SOUND RENDERING

0 2 4 6 8 10 12 14 16 18 20
−100

−80

−60

−40

−20

0

20

Frequency (kHz)

N
or

m
al

iz
ed

 E
rr

or
 (

dB
)

Figure 12: Two loudspeaker-based spatial audio rendering system showing the ipsilateral (HLL and HRR) and
contralateral (HLR and HRL) terms for a rotating listener.

locus of points corresponding to the head should form a semi-ellipsoid with primary axes that range between 15
and 30 cm.

At the beginning of the experiment, the person is facing the laser scanner therefore allowing for a measurement
of the distance between his/her ears. This is necessary since the HDT algorithm primarily estimates the location of
the center of the head (xc; yc), defined here as the middle point between the ears, along with the orientation � of
the head. The distance between the two ears de is required for computing the position of each ear based on these
estimates. If (xle; yle) and (xre; yre) are the coordinates of the left and the right ear respectively, these coordinates
can be calculated from the following equations:

xle = xc +
de

2
sin(�); yle = yc �

de

2
cos(�) (24)

xre = xc �
de

2
sin(�); yre = yc +

de

2
cos(�) (25)

As the listener’s head rotates, the position of the center of the head fluctuates around its initial location while the
orientation of the head varies anywhere from 0 to 180 degrees (90 degrees is the orientation when facing towards
the laser scanner). The most prominent feature of the face is the nose of the individual. The HDT algorithm
detects the position of its tip during each scanning interval. This information is then processed in order to track
the orientation of the head. For this purpose a piecewise constant acceleration model for the rotation of the head is
involved within a Kalman filter estimation scheme [1, 23].

4.3 Kalman filter based heading estimation

As we mentioned before, in order to estimate the heading of the person in front of the laser scanner a piecewise
constant Wiener process acceleration model is being used for describing the rotation of his/her head. In this model
the assumption is that the rotational acceleration is constant during each interval of propagation. This rotational
acceleration along with the rotational velocity and heading of the person are constantly estimated based on the
measurements provided by the laser scanner. The equations describing this model are:
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Figure 13: The LMS 200 laser scanner.

x(k + 1) = F x(k) +G w(k) (26)

where x =
h
� _� ��

iT
is the state vector to be estimated containing the heading � of the head, its rotational velocity

_�, and its rotational acceleration ��. In this model the Gaussian process noise w(k) is the rotational acceleration
increment during the kth sampling period and it is assumed to be a zero-mean white sequence, i.e. the rotational
acceleration is a discrete time Wiener process. The system matrix F is given by:

F =

2
4 1 T 1

2
T 2

0 1 T
0 0 1

3
5 (27)

where T is the sampling interval for the laser scanner which in our case it set to 0.2 seconds. The noise gain G is
given by:

G =

2
4 1

2
T 2

T
1

3
5 (28)

Finally, the covariance of the process noise �2w multiplied by the gain G can be calculated as:

Q = G �2w GT =

2
4 1

4
T 4 1

2
T 3 1

2
T 2

1
2
T 3 T 2 T

1
2
T 2 T 1

3
5 �2w (29)

The measurements provided to this model are the consecutive orientations of the head as these are calculated
from the position of the nose of the person with respect to the center of the head. At each time step the nose is
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Figure 14: A laser scan of the lab environment where the experiments were contacted.

being detected as the most distant point from the center of the head. In order to avoid false positives especially
when the person is facing sideways, the search for the nose feature is limited within�10 degrees from the location
that it was previously found. If the location of the center of the head is (xc; yc) and the position of the tip of the
nose is (xn; yn), then the heading angle is calculated as:

z(k + 1) = �measured(k + 1) = tan�1
�
yc � yn

xc � xn

�
(30)

This measurement is incorporated in the piecewise constant acceleration model according to the following
observations equation:

z(k + 1) = H x(k + 1) + n(k + 1) (31)

where H is the observation matrix:

H =
�
1 0 0

�
(32)

and n(k + 1) is the measurement noise assumed to be a Gaussian white noise process with covariance R = �2�.
At this point we proceed by describing the equations of the Kalman filter ([24], [25]) applied to this estimation

problem. The Kalman filter is the minimum mean-square error estimator and its equations can be divided into two
sets: Propagation and Update.

4.3.1 Propagation

The previous state of system x̂(k=k) is propagated according to the following equation:

x̂(k + 1=k) = F x̂(k=k) (33)
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while the corresponding covariance P (k + 1=k) for this estimate is given by:

P (k + 1=k) = F P (k=k) F T (k) +Q (34)

Every time a new heading measurement is available the update phase of the filter takes place.

4.3.2 Update

During each time step the piecewise constant acceleration model for the rotation of the head provides a prediction
for the expected measurement. This is given by the observation model:

ẑ(k + 1=k) = H x̂(k + 1=k) (35)

This predicted measurement is compared to the actual measurement provided by the laser scanner and their
difference is the measurement residual (innovation):

r(k + 1) = z(k + 1)� ẑ(k + 1=k) (36)

The covariance of the residual is calculated as:

S(k + 1) = H P (k + 1=k)HT +R (37)

while the Kalman filter gain is given by:

K(k + 1) = P (k + 1=k)HT S�1(k + 1) (38)

The covariance of the estimate is updated according to:

P (k + 1=k + 1) = P (k + 1=k) � K(k + 1) S(k + 1)KT (k + 1) (39)

Finally, the state estimate is calculated as:

x̂(k + 1=k + 1) = x̂(k + 1=k) +K(k + 1) r(k + 1) (40)

The HDT algorithm was tested on different sets of laser scans collected in a lab environment in order to validate
its ability to detect and track the facial features of the listener (nose and ears) along with his heading. An example
of a laser scan can be seen in Fig. 15. The standard deviation of the error associated with the heading estimate was
found to be 4 degrees while the accuracy of the position estimates for the ears was approximately 3 cm.

5 CONCLUSIONS

Spatially rendering of sound sources using a state space model is generally speaking more computationally expen-
sive than an FIR filter, but it provides several advantages over the latter while avoiding some of the disadvantages
of IIR filters. One advantage that comes with the use of a state-space model is memory, which eliminates the
audible “clicking” noise heard when changing from coefficient to coefficient. In fact, a model with many states
eliminates the need for interpolation due to the memory. Interpolation, by passing a signal to two inputs at once,
is however desirable to avoid sudden jumps in space of the virtual source. We have also demonstrated that while a

AES 109th CONVENTION, LOS ANGELES, 2000 SEPTEMBER 22-25 18



GEORGIOU ET AL. IMMERSIVE SOUND RENDERING

−200 −150 −100 −50 0 50 100 150 200
250

300

350

400

450

500

550

600

650

HEADING VECTOR 

RIGHT EAR 

LEFT EAR 

NOSE 

Figure 15: An example of a laser scan showing the points reflected from the face of the listener, the features
detected and the heading vector.

single model for the whole space can achieve spatial rendering of multiple sources at once, it can also result in a
smaller size than the individual models for all directions combined.

A novel method for generating the required crosstalk cancellation filters as the listener moves was developed
based on Low-Rank modeling. Using Karhunen-Loeve expansion we can interpolate among listener positions from
a small number of HRTF measurements. A set of corresponding crosstalk cancellation filters was pre-computed
for the available (measured) HRTF angles and then KLE was applied to these filters. This approach significantly
reduces the required computation time and is more appropriate for integration in a real-time implementation with
head tracking. From our results we found that although the filters were designed with 2000 taps, the KL ex-
pansion shows that the first 25 eigenvalues are the most important and the rest can be discarded. The resulting
modeled transfer functions are shown to have an error better than -45 dB compared to the measured data and so
the improvement in computational performance comes at a very small cost in model quality.

Finally a Head Detection and Tracking algorithm was implemented using information provided by 2-D laser
scanner. A Kalman filter based estimator was shown to be capable of tracking the location of the listener’s ears
and the orientation of his head. This information can be passed to both the sound rendering algorithm and the
cross-talk canceler to allow spatial rendering of sound in real-time over loudspeakers.
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