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Abstract—This paper addresses two key limitations of the unscented Kalman filter (UKF) when applied to the simultaneous localization and mapping (SLAM) problem: the cubic computational complexity in the number of states, and the inconsistency of the state estimates. To address the first issue, we introduce a new sampling strategy for the UKF, which has constant computational complexity. As a result, the overall computational complexity of UKF-based SLAM becomes of the same order as that of the extended Kalman filter (EKF)-based SLAM, i.e., quadratic in the size of the state vector. Furthermore, we investigate the inconsistency issue by analyzing the observability properties of the linear-regression-based model employed by the UKF. Based on this analysis, we propose a new algorithm, termed observability-constrained (OC)-UKF, which ensures the unobservable subspace of the UKF’s linear-regression-based system model is of the same dimension as that of the nonlinear SLAM system. This results in substantial improvement in the accuracy and consistency of the state estimates. The superior performance of the OC-UKF over other state-of-the-art SLAM algorithms is validated by both Monte-Carlo simulations and real-world experiments.
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I. INTRODUCTION

For autonomous vehicles exploring unknown environments, the ability to perform simultaneous localization and mapping (SLAM) is essential. Among the algorithms developed thus far to solve the SLAM problem, the extended Kalman filter (EKF) remains a popular choice and has been used in many applications [1]–[3], primarily due to its relative low computational complexity and ease of implementation. However, EKF-based SLAM is vulnerable to linearization errors, which can cause poor performance or even divergence, and its state estimates are typically inconsistent [4]–[10]. As defined in [11], a state estimator is consistent if the estimation errors are zero-mean, and the estimated covariance is equal to the true covariance. Consistency is one of the primary criteria for evaluating the performance of any estimator; if an estimator is inconsistent, then the accuracy of the computed state estimates is unknown, which in turn makes the estimator unreliable. In order to reduce the estimation errors due to the EKF’s linearization, the unscented Kalman filter (UKF) [12] was introduced. The UKF has been shown to generally perform better than the EKF in nonlinear estimation problems, and one would expect similar gains in the case of SLAM.

However, one of the main limitations of the standard (i.e., original) UKF algorithm [12] is its computational complexity, which is cubic in the size of the state vector. In the case of SLAM, where hundreds of landmarks are typically included in the state vector, this increased computational burden can preclude real-time operation. Moreover, when applied to SLAM, the performance gains of the UKF over the EKF are generally not overwhelming (see [13]–[15]). Most importantly, empirical evidence suggests [13]–[16] that the UKF also results in inconsistent estimates in SLAM, even though its performance is better than the EKF in this respect.

Our objective in this paper is to address the aforementioned limitations of UKF-based SLAM. In particular, the main contributions of this work are the following:

• We introduce a new sampling strategy for UKF-based SLAM that has constant computational cost, regardless of the number of landmarks included in the state vector. This sampling scheme is provably optimal, in the sense that it minimizes the expected squared error between the nonlinear function and its linear approximation employed by the UKF. Using this strategy, the computational cost of UKF-based SLAM becomes linear during propagation and quadratic during update, which is of the same order as that of EKF-based SLAM. We stress that this new UKF sampling strategy is applicable to a large class of nonlinear estimation problems (not only the SLAM problem) where the measurements at each time step are of dimension lower than the state.

• We analytically examine the consistency of UKF-based SLAM, by studying the observability properties of the statistically-linearized (i.e., linear-regression-based) system model employed by the UKF. This analysis identifies a mismatch between the observability properties of this model and those of the underlying nonlinear system, which is a fundamental cause of inconsistency. Based on this theoretical analysis, we propose a novel UKF-based SLAM algorithm, termed observability-constrained (OC)-UKF SLAM. By imposing the appropriate observability constraints on the linear regression carried out by the UKF, the proposed OC-UKF ensures that its system model has observability properties similar to those of the underlying nonlinear SLAM system. As a result, the OC-UKF outperforms the standard UKF as well as...
other state-of-the-art algorithms, in terms of accuracy and consistency, as validated by both simulation and experimental tests.

II. RELATED WORK

The SLAM problem has received considerable attention over the past two decades. Since [17] first introduced a stochastic-mapping solution to this problem, rapid and exciting progress has been made, resulting in many competing solutions, including both filtering and smoothing approaches. In particular, filtering methods such as the EKF and the UKF recursively estimate a state vector consisting of the current robot pose and the observed landmarks [18]–[21]. Due to the fact that any (implicit or explicit) linearization-based filter marginalizes out the previous robot poses, it cannot relinearize the nonlinear system and measurement models at the past states, which may result in large linearization errors and thus degrade the filter’s performance.

To better deal with nonlinearity, batch iterative optimization methods can be applied to the SLAM problem [22]–[28]. These methods, following the paradigm of bundle-adjustment (BA) algorithms originally developed in photogrammetry and computer vision [29]–[35], iteratively minimize a cost function involving the residuals of all the measurements, with respect to the entire robot trajectory and all landmarks (i.e., with no marginalization). These BA-based approaches exploit the sparsity of the measurement graph so as to speed up computation. However, for large-scale SLAM problems, a batch solution may be too computationally expensive to obtain in real-time [36].

In order to reduce the computational complexity of BA, different approximate methods have been developed that either use a subset of the data to optimize over only few variables, or solve the BA problem only intermittently. Specifically, sliding-window filters (e.g., [37], [38]), compute a solution for a constant-size, sliding window of states (robot poses and landmark positions) using only the measurements corresponding to that time interval. Similarly, keyframe-based approaches (e.g., [39]–[41]), perform batch optimization over only a subset of views/keyframes. On the other hand, incremental approaches to BA such as the iSAM algorithm [42] reduce computation by employing factorization-updating methods which allow the information-matrix factorization available from previous time steps. Computationally demanding procedures, such as relinearization and batch factorization, are only performed intermittently. Alternatively, the iSAM2 algorithm [36], uses the Bayes tree data structure [43], which allows for fluid or just-in-time relinearization (i.e., relinearizing only when the linearization point significantly deviates from the current estimate), as well as partial variable reordering at every update (instead of only periodic batch reordering as in iSAM [42]). Nevertheless, incremental methods can also suffer from increased computational cost, due to the accumulation of fill-in that occurs with frequent landmark re-observations.

Even though both filtering and smoothing approaches have been widely used, to this date, very little is known about which conditions favor the use of one over the other. In particular, Strasdat et al. [28], [44] recently argued that BA is, in general, better than filtering in terms of accuracy and efficiency. However, their analysis focused exclusively on the restrictive scenario of “small-scale” visual SLAM where overlapping views of the same scene are assumed over a short trajectory (less than 16 camera poses in total) and without any loop closure. Clearly, based on this limiting case study, one cannot make inferences about the relative accuracy and efficiency of filtering and smoothing algorithms in more realistic SLAM scenarios (i.e., lengthy paths with varying number of visible landmarks and loop closure events).

Although such a general study is beyond the scope of this work, in this paper we have compared the proposed OC-UKF and the state-of-the-art iSAM algorithm [42] in various SLAM scenarios, both in simulations and in real-world datasets. In particular, as shown in Sections VII and VIII, iSAM does not necessarily perform better than the proposed OC-UKF (in terms of estimation accuracy/consistency and computational cost). Specifically, while BA methods are certainly preferable in problems involving thousands of landmarks and few loop closures, filtering-based methods are still competitive in the case of sparser environments (e.g., tens to a few hundreds of landmarks), long-term operation, and frequent loop closures. This is due to the fact that, in the latter scenario, the computational cost of smoothing methods will continuously increase with the length of the robot’s path, while the runtime of filtering algorithms will remain bounded. It is worth noting that many applications of interest (e.g., a service robot operating inside a home for an extended time period) fall under the second category.

A. UKF Computational Complexity

A number of researchers have applied the standard UKF to the SLAM problem (e.g., [13], [45], [46]). However, this requires computing the square root of the state covariance matrix at each time step, which has computational complexity cubic in the number of landmarks, and thus is not suitable for real-time operation in larger environments. To address this problem, Holmes et al. [14], [15] proposed the square-root UKF (SRUKF) for monocular visual SLAM, which has computational complexity quadratic both in the propagation and in the update phases. This approach offers a significant improvement in terms of computational complexity, at the cost of a considerably more complicated implementation. Additionally, as shown in [14], [15], the algorithm is an order of magnitude slower than the standard EKF, due to the need to carry out expensive numerical computations.

Andrade-Cetto et al. [47] presented a “hybrid” EKF/UKF algorithm, where the EKF is employed in the update phase, while the UKF is used during propagation for computing only the robot pose estimate and its covariance. The cross-correlation terms during propagation are handled in a fashion identical to the EKF. Even though this algorithm achieves computational complexity linear during propagation and quadratic during updates, the positive definiteness of the state covariance matrix cannot be guaranteed during propagation. Moreover, the use of the EKF for updates makes the approach vulnerable to large linearization errors.
In contrast to the aforementioned approaches, the proposed algorithm described in Section IV employs the unscented transformation both in the propagation and update phases, is simple to implement, and attains computational complexity linear during propagation, and quadratic during update.

B. UKF Consistency

The consistency of UKF-based SLAM has received limited attention in the literature. In [13]–[15], the consistency of the UKF was empirically examined, but, to the best of our knowledge, no theoretical analysis exists to date. On the other hand, the consistency of EKF-based SLAM has been studied in a number of publications [4]–[10]. In particular, in our recent work [8]–[10], we have presented an analytical study of this issue by focusing on the observability properties of the EKF linearized system model.

In this paper, we extend this analysis to the case of UKF-based SLAM. We analytically show that the implicit (statistical) linearization performed by the UKF results in a system model with “incorrect” observability properties, which is a fundamental cause of inconsistency. Moreover, we introduce the OC-UKF, which attains better performance than the standard UKF, by ensuring that the observability requirements on the filter’s system model are satisfied. It is important to point out that, as compared to our previously-developed OC-EKF [10], the OC-UKF proposed in this paper introduces a new paradigm for computing filter Jacobians. Specifically, the OC-EKF employs a derivative-based approach to find the filter Jacobians, and subsequently optimizes the selection of linearization points. In contrast, the OC-UKF uses statistical linearization and directly calculates the optimal (inferred) Jacobians by solving an observability-constrained optimization (linear-regression) problem. Note also that, in comparison to our previous conference publication [16], in this paper we study in depth the observability properties of the linear-regression-based UKF system model, present in detail the derivations of the OC-UKF SLAM, and thoroughly validate its superior performance, as compared to other state-of-the-art algorithms, both in Monte-Carlo simulations and in real-world experiments.

III. LRKF and UKF

In this section, we present the UKF in the context of the linear-regression Kalman filter (LRKF). As shown in [48], the UKF is closely related to the LRKF (with its sample points chosen deterministically, instead of randomly in the LRKF) and it can be viewed as performing an implicit statistical linearization of the nonlinear propagation and update models. In what follows, we present the details of this linearization mechanism, which will be instrumental in the development of the quadratic-complexity UKF in Section IV.

A. Linear Regression

The LRKF seeks to approximate a nonlinear function $y = g(x)$ with a linear model $y \simeq Ax + b$, where $A$ and $b$ are the regression matrix and vector, respectively, and $e \triangleq y - (Ax + b)$ denotes the linearization error. Once this linear approximation is computed, the LRKF proceeds by applying the regular Kalman filter equations. In particular, in computing the linear approximation of $g(x)$, it aims to minimize the expected value of the linearization error square:

$$\min_{A,b} \int_{-\infty}^{+\infty} [y - (Ax + b)]^T [y - (Ax + b)] p(x) dx$$

where $p(x)$ is the probability density function (pdf) of the state $x$. Due to the nonlinearity of $y = g(x)$, it is generally impossible to compute the optimal solution of this minimization problem in closed form. To solve this problem, the LRKF instead first selects $r + 1$ weighted sample points, $\{x_i, w_i\}_{i=0}^r$, so that their sample mean and covariance are equal to the mean and covariance of $x$:

$$\bar{x} = \sum_{i=0}^{r} w_i x_i = \mathbb{E}(x)$$

$$\bar{P}_{xx} = \sum_{i=0}^{r} w_i (x_i - \bar{x})(x_i - \bar{x})^T = \mathbb{E}[(x - \bar{x})(x - \bar{x})^T]$$

where $\mathbb{E}(\cdot)$ denotes the expectation operator. Then, using the sample-based approximation $p(x) \simeq \sum_{i=0}^{r} w_i \delta(x - x_i)$, where $\delta(\cdot)$ is the Dirac delta function, the linear-regression problem (1) becomes:

$$\min_{A,b} \sum_{i=0}^{r} w_i [y_i - (Ax_i + b)]^T [y_i - (Ax_i + b)]$$

where $y_i \triangleq g(x_i)$ are the regression points. We denote the linearization error corresponding to the sample point $x_i$ by $e_i \triangleq y_i - (Ax_i + b)$. Note that the above cost function is identical to the one in [48], and hence the optimal solutions for $A$ and $b$ are given by [48]:

$$A = \bar{P}_{yy} \bar{P}_{xx}^{-1}, \quad b = \bar{y} - A \bar{x}$$

where

$$\bar{y} = \sum_{i=0}^{r} w_i y_i$$

$$\bar{P}_{yy} = \sum_{i=0}^{r} w_i (y_i - \bar{y})(y_i - \bar{y})^T$$

$$\bar{P}_{yy} = \sum_{i=0}^{r} w_i (y_i - \bar{y})(y_i - \bar{y})^T$$

In addition, using (3), (7) and (8), the sample covariance of the linearization errors is computed by:

$$\bar{P}_{ee} = \sum_{i=0}^{r} w_i e_i e_i^T$$

$$\bar{P}_{ee} = \sum_{i=0}^{r} w_i e_i e_i^T$$

$^1$Throughout this paper, $\bar{x}$ and $\bar{P}_{xx}$ denote the sample mean and covariance of sample points $x_i$, drawn from the pdf of the random variable $x$. $P_{xy}$ denotes the sample cross-correlation between the sets of samples $X_i$ and $Y_i$, drawn from the pdfs of the random variables $x$ and $y$, respectively. $\bar{x}$ is used to denote the estimate of $x$, and $\tilde{x} = x - \bar{x}$ is the error in this estimate. The subscript $i|j$ refers to the estimate of a quantity at time-step $i$, after all measurements up to time-step $j$ have been processed. Finally, $0_{m \times n}$ is the $m \times n$ matrix of zeros, and $I_n$ is the $n \times n$ identity matrix.
During recursive estimation, the LRKF employs the above statistical linearization procedure to approximate the nonlinear process and measurement models. It is important to note that, in this case, the regression matrix $\mathbf{A}$ serves as an inferred Jacobian matrix, analogous to the Jacobian matrices in the EKF. The details are explained next.

## B. LRKF Propagation

During propagation, the LRKF approximates the nonlinear process model by a linear function:

$$
x_{k+1} = f(x_k, o_k) = \bar{\Phi}_k x_k + \bar{G}_k o_k + b_k + e_k
$$  

where $x_k$ is the state vector at time-step $\ell \in \{k, k+1\}$, $o_k = o_{mk} - w_k$ is the control input (e.g., odometry), $o_{mk}$ is the corresponding measurement, and $w_k$ is the process noise vector, assumed to be zero-mean white Gaussian, with covariance matrix $Q_k$. The matrices $\bar{\Phi}_k$ and $\bar{G}_k$ can be viewed as inferred Jacobians, in an analogy to the corresponding Jacobians in the EKF. We hereafter use the symbol “$\bar{\cdot}$” to denote the inferred Jacobians.

In the LRKF propagation step, $r + 1$ sample points $\{\mathcal{X}_i(k|k)\}_{r=0}^r$ are selected based on the augmented vector that comprises the filter state and the control input [see (12)]. The sample mean and sample covariance of $\{\mathcal{X}_i(k|k)\}_{r=0}^r$ are thus chosen as:

$$
\bar{x}_{k|k} = \begin{bmatrix} \bar{x}_{k|k} \\ o_{mk} \end{bmatrix}, \quad \bar{P}_{xx_{k|k}} = \begin{bmatrix} P_{k|k} & 0 \\ 0 & Q_k \end{bmatrix}
$$  

Subsequently, the LRKF produces the regression points, $\{\mathcal{Y}_i(k+1|k)\}_{r=0}^r$, by passing the sample points through the nonlinear process function (10). The sample mean, $\bar{\bar{y}}_{k+1|k}$, and sample covariance, $\bar{\bar{P}}_{yy_{k+1|k}}$, of the regression points $\mathcal{Y}_i$ are used as the mean, $\bar{x}_{k+1|k}$, and covariance, $\bar{P}_{k+1|k}$, of the propagated state estimates, respectively, i.e.,

$$
\bar{x}_{k+1|k} = \bar{\bar{y}}_{k+1|k}, \quad \bar{P}_{k+1|k} = \bar{\bar{P}}_{yy_{k+1|k}}
$$  

Moreover, the inferred Jacobian matrices, $\bar{\Phi}_k$ and $\bar{G}_k$, which will be needed later on, are given by [see (5) and (12)]:

$$
\bar{\Phi}_k = \bar{\Phi}_k, \quad \bar{G}_k = \bar{\bar{P}}_{yy_{k+1|k}}^{-1}
$$  

This last equation describes the linearized (based on regression) error-state propagation model used by the LRKF.

## C. LRKF Update

During update, the LRKF employs statistical linearization to approximate the nonlinear measurement function:

$$
z_{k+1} = h(x_{k+1}) + v_{k+1}
$$  

where $z_{k+1}$ is the measurement and $v_{k+1}$ is the zero-mean white Gaussian measurement noise, with covariance matrix $R_{k+1}$. A set of $r + 1$ sample points, $\{\mathcal{Z}_i(k+1|k)\}_{r=0}^r$, are selected, whose sample mean and sample covariance are equal to $\bar{x}_{k+1|k}$ and $\bar{P}_{k+1|k}$, respectively, i.e.,

$$
\bar{x}_{k+1|k} = \bar{x}_{k+1|k}, \quad \bar{P}_{xx_{k+1|k}} = \bar{P}_{k+1|k}
$$  

We pass these sample points through the nonlinear measurement function (17), to obtain the regression points, $\{\mathcal{Z}_i(k+1|k)\}_{r=0}^r$. The regression matrix (i.e., inferred measurement Jacobian) $\bar{H}_{k+1}$ is computed by [see (5)]:

$$
\bar{H}_{k+1} = \bar{P}_{xx_{k+1|k}}^{-1} \bar{P}_{yx_{k+1|k}}
$$  

where $\bar{P}_{xx_{k+1|k}}$ is computed as in (7). Subsequently, the state and covariance are updated using the EKF update equations:

$$
\bar{x}_{k+1} = \bar{x}_{k+1}, \quad \bar{P}_{k+1|k} = \bar{P}_{k+1|k} + \bar{H}_{k+1}^{-1} \bar{H}_{k+1}
$$

## D. UKF Sampling

In contrast to the LRKF [48], where the sample points are drawn randomly, in the UKF, $r + 1 = 2n + 1$ so-called sigma points $X_i$ are deterministically chosen along with their weights $w_i, i = 1, \ldots, n$, according to the following equations [12]:

$$
X_0(\ell|k) = \bar{x}_{\ell|k}, \quad w_0 = \frac{2\kappa}{2(n + \kappa)}
$$

$$
X_i(\ell|k) = \bar{x}_{\ell|k} + \sqrt{(n + \kappa)\bar{P}_{xx(\ell|k)}}, \quad w_i = \frac{1}{2(n + \kappa)}
$$

$$
X_i+n(\ell|k) = \bar{x}_{\ell|k} - \sqrt{(n + \kappa)\bar{P}_{xx(\ell|k)}}, \quad w_{i+n} = \frac{1}{2(n + \kappa)}
$$

where $n$ is the dimension of $X_{\ell|k}$ [see (13) and (19)], $\sqrt{(n + \kappa)\bar{P}_{xx(\ell|k)}}$ is the $i$-th column of the matrix $\sqrt{(n + \kappa)\bar{P}_{xx(\ell|k)}}$, $\ell \in \{k, k+1\}$, and $\kappa$ is a design parameter in the selection of the sigma points, usually chosen so that $n + \kappa = 3$. This set of sigma points captures the moments of the underlying distribution up to the third order for the Gaussian case [12].

## IV. Quadratic-Complexity UKF SLAM

In this section, we show how the computational cost of the UKF, when applied to the SLAM problem, can be reduced. In particular, in this paper we focus on 2D SLAM, in which
the state vector consists of the robot pose (position and orientation) and the positions of $M$ landmarks:

$$
x_k = [x_{Rk}^T \ p_{L_1}^T \ \cdots \ p_{LM}^T]^T \quad (26)
$$

where $x_{Rk} \triangleq [p_{Rk}^T \ \phi_{Rk}]^T$ denotes the robot pose (position and orientation), and $p_{Li}$ ($i = 1 \ldots M$) is the position of the $i$-th landmark.

In the UKF algorithm presented in the preceding section, the main bottleneck is the computation of the square root of the covariance matrix [see (25)], which has complexity $O(M)$. Clearly, in a scenario where a large number of landmarks are included in the state vector, carrying out this operation during each propagation and update would incur an unacceptable computational burden. To address this problem, we here propose a new sampling scheme for the UKF, which has computational cost $O(1)$, and hence reduces the complexity of the propagation and update steps to linear and quadratic, respectively. The derivation of this sampling scheme is based on the observation that, during SLAM, only a small subset of the state vector appears in the nonlinear propagation and measurement models. In particular, in the propagation only the robot state changes, while in the update, every measurement involves only the robot pose and one observed landmark.\(^2\) To take advantage of this important property, we employ the following lemma:

**Lemma IV.1.** Consider a nonlinear function $y = g(x)$, where only the state entries $x_1$ of the vector $x$ partitioned as $x = [x_1 \ x_2]$ appear in $g(x)$. Moreover, consider the regression matrix $A$ of the linear-regression problem (4) accordingly partitioned as $A = [A_1 \ A_2]$, i.e.,

$$
y = Ax + b + e = A_1 x_1 + A_2 x_2 + b + e \quad (27)
$$

Then, the optimal solution to (4) is:

$$
A_1 = \tilde{P}_{yx[k]} P_{x[k]}^{-1} ; \quad A_2 = 0, \quad b = \tilde{y} - A_1 \tilde{x}_1 \quad (28)
$$

**Proof.** See Appendix A. \(\square\)

This lemma shows that, in order to minimize the expected squared error of the statistical linearization (4), it suffices to draw sample points from the pdf of $x_1$. As mentioned before, in SLAM the number of states participating in the nonlinear process and measurement models is constant. Thus, we can reduce the cost of UKF sampling to $O(1)$ by applying the unscented transformation only to the pertinent state entries, instead of sampling over the whole state. Compared to the EKF-SLAM, the proposed UKF-SLAM only incurs a small computational overhead (for computing the square roots of constant-size matrices), and has computational complexity of the same order. In the following, we present in detail this new sampling strategy used in UKF-SLAM. We stress again that apart from the particular problem of SLAM treated in this paper, this new UKF sampling scheme is applicable to any problem where the measurements only involve a subset of the state vector.

\(^2\)When more than one landmarks are detected concurrently, their measurements can be processed sequentially, given that the measurement noise in different observations is independent.

### A. Propagation

During propagation, only the robot pose and the control input (odometry) participate in the process model [see (10)]. Therefore, we are able to reduce the computational complexity by applying the unscented transformation only to the part of the state comprising the robot pose and the control input, instead of the full state vector. The resulting Jacobians are then used for efficiently propagating the covariance matrix corresponding to the entire state.

We start by drawing the sigma points $X_i(k|k)$ based on the vector with the following mean and covariance [see (13)]:

$$
\bar{x}_{k|k} = \left[ \begin{array}{c} x_{Rk} \\ o_{mk} \end{array} \right] , \quad \bar{P}_{xx[k]} = \left[ \begin{array}{cc} P_{RRk|k} & 0 \\ 0 & Q_k \end{array} \right] \quad (29)
$$

where $P_{RRk|k}$ is the covariance matrix corresponding to the robot pose, obtained by partitioning the state covariance matrix as follows [see (26)]:

$$
P_{k|k} = \left[ \begin{array}{ccc} P_{RRk|k} & P_{RLk|k} \\ P_{RLk|k}^T & P_{LLk|k} \end{array} \right] \quad (30)
$$

Note that the vector $x_{k|k}$ in (29) is of dimension $n = 5$ (assuming that the odometry measurement $o_{mk}$ is two-dimensional), and thus the computational cost of computing the sigma points is very low.

Subsequently, we transform the sigma points, $\{X_i(k|k)\}_{i=0}^{10}$, using the process model (10), to obtain the regression points of the propagated robot pose, $\{\bar{X}_i(k|k+1)\}_{i=0}^{10}$. This enables us to compute the mean, $\bar{x}_{k+1|k}$, and covariance, $P_{LLk+1|k} = P_{yy[k+1|k]}$, of the propagated robot pose, in the same way as in the standard LRKF/UKF [see (14)]. Moreover, we can evaluate the inferred robot state and odometry Jacobians as [see (28) and (15)]:

$$
A_1 = \tilde{P}_{yx[k]} P_{x[k]}^{-1} = \left[ \begin{array}{cc} \tilde{\Phi}_{Rk} & G_{Rk} \end{array} \right] \quad (31)
$$

while $A_2 = 0$.

Next, using (16), we compute the propagated cross-correlation between the robot and the landmarks as follows:

$$
P_{RLk+1|k} = \tilde{E} \left[ \begin{array}{c} \bar{x}_{k+1|k} P_{LLk|k}^T \\ \tilde{\Phi}_{Rk} \tilde{x}_{k+1|k} + G_{Rk} w_k + \varepsilon_k \end{array} \right] \tilde{P}_{Lk|k}^T \tilde{P}_{Rk} \quad (32)
$$

Thus, the propagated state covariance matrix is given by:

$$
P_{k+1|k} = \left[ \begin{array}{ccc} \tilde{P}_{yy[k+1|k]} & \tilde{\Phi}_{Rk} P_{RLk|k} & \tilde{P}_{RLk|k}^T \\ \tilde{\Phi}_{Rk}^T & \tilde{P}_{RLk|k}^T \tilde{\Phi}_{Rk} & \tilde{P}_{RLk|k}^T \tilde{\Phi}_{Rk}^T & \tilde{P}_{LLk|k} \end{array} \right] \quad (33)
$$

which is evaluated at a cost only linear in the size of the state vector, similarly to the EKF.

The matrix $\tilde{\Phi}_{Rk}$ derived in (31) is the inferred propagation Jacobian for the robot state. To compute the inferred Jacobian matrix for the entire SLAM state vector, which will be useful for our ensuing analysis, we use (9), (29) and (31) to write

$$
\tilde{P}_{yy[k+1|k]} = A_1 \tilde{P}_{xx[k|k]} A_1^T + \tilde{P}_{se_k}
$$

$$
= \tilde{\Phi}_{Rk} P_{RLk|k} \tilde{\Phi}_{Rk}^T + G_{Rk} Q_k G_{Rk}^T + \tilde{P}_{se_k} \quad (34)
$$

and therefore, (33) can equivalently be written as:

$$
P_{k+1|k} = \tilde{\Phi}_k P_{k|k} \tilde{\Phi}_k^T + Q_k^* \quad (35)$$
where
\[
Q_k^* = \begin{bmatrix} G_{R_k} Q_k G_{R_k}^T + \bar{P}_{ee_k} & 0 \\ 0 & 0 \end{bmatrix}
\] (36)
\[
\Phi_k = \begin{bmatrix} \Phi_{R_k} & 0 \\ 0 & I_{2M} \end{bmatrix}
\] (37)

In the above expression, \(\Phi_k\) is the inferred propagation Jacobian for the SLAM state vector comprising the robot pose and the landmark positions.

### B. Update

Measurements used for updates involve only the robot pose and the position of one observed landmark. Therefore, we can apply the unscented transformation only to this subset of states so as to reduce the computational cost. In particular, assume that the \(j\)-th landmark, \(L_j\), is observed at time-step \(k+1\). Then, the set of sigma points \(\{X_l((k+1)/k)\}^{10}_{l=0}\) are drawn from a distribution with the following mean and covariance:
\[
\begin{bmatrix} \bar{x}_{k+1|k} \\ \Lambda_{x_{k+1|k}} \end{bmatrix} = \begin{bmatrix} P_{LR_{k+1|k}} & P_{LR_{L,j,k+1|k}} \\ P_{L_{j,k+1|k}} & P_{L_{L,j,k+1|k}} \end{bmatrix}\]
(38)

where \(P_{LR_{k+1|k}}\) and \(P_{L_{j,k+1|k}}\) are the covariance matrices of the robot and the landmark, respectively, while \(P_{LR_{j,k+1|k}} = P_{L_{j,k+1|k}}^T\) is the corresponding cross-correlation matrix, obtained from the following partitioning of the state covariance matrix:
\[
P_{k+1|k} = \begin{bmatrix} P_{LR_{k+1|k}} & P_{RL_{L,j,k+1|k}} \\ P_{L_{j,k+1|k}} & P_{L_{L,j,k+1|k}} \end{bmatrix}
\]

Note that the matrix used for generating the sigma points has constant size [see (38)], regardless of the number of landmarks in the state vector.

Once the set of sigma points are generated, the linear regression of the LRKF update (see Section III-C) is applied to obtain the inferred measurement Jacobian for the pertinent states [see (20) and (28)]:
\[
A_1 = \bar{P}_{xz_{k+1|k}^{-1}} \bar{P}_{xx_{k+1|k}}^{-1} = \begin{bmatrix} \bar{H}_{R_{k+1}} & \bar{H}_{L_{j,k+1}} \end{bmatrix}
\] (39)

where the submatrix \(\bar{H}_{R_{k+1}}\) corresponds to the robot pose, while \(\bar{H}_{L_{j,k+1}}\) corresponds to the \(j\)-th landmark. To construct the inferred measurement Jacobian for the entire state vector, we note that according to the new sampling scheme the unscented transformation is not applied to the landmarks that are not currently observed (their regression matrices are zero according to Lemma IV.1). Therefore, the inferred measurement Jacobian for the entire SLAM state vector is:
\[
\bar{H}_{k+1} = \begin{bmatrix} \bar{H}_{R_{k+1}} & 0 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ \bar{H}_{L_{j,k+1}} & 0 & \cdots & 0 \end{bmatrix}
\] (40)

Once this matrix is available, (21)-(24) are applied to update the state estimate and covariance in the UKF. It is important to point out that the computational cost of the proposed UKF update equations is dominated by the covariance update (24), and hence is quadratic in the number of landmarks, similarly to the EKF.

### C. Landmark Initialization

Suppose that the \(j\)-th landmark, \(L_j\), is first observed at time-step \(k_o\). The corresponding measurement is given by:
\[
z_{k_o} = h(x_{R_{k_o}}, p_{L_j}) + v_{k_o} = z_{k_o}^* + v_{k_o}
\] (41)

By solving \(z_{k_o}^* = h(x_{R_{k_o}}, p_{L_j})\) for \(p_{L_j}\), we can express the landmark position as (a generally nonlinear) function of the robot pose and the noiseless measurement:
\[
p_{L_j} = g(x_{R_{k_o}}, z_{k_o}^*)
\] (42)

In order to carry out the landmark initialization in the LRKF/UKF framework, we approximate this nonlinear initialization function by a linear function:
\[
p_{L_j} = A_x x_{R_{k_o}} + A_z z_{k_o}^* + b'' + e'\]
(43)
\[
= \begin{bmatrix} A_x & A_z \end{bmatrix} \begin{bmatrix} x_{R_{k_o}} \\ z_{k_o}^* \end{bmatrix} + b'' + e''
\] (44)

where \(A_x\) and \(A_z\) are the regression matrices corresponding to the robot pose and the measurement, respectively. These matrices are computed by statistical linearization, similarly to the cases of propagation and update.

Specifically, it becomes clear from (42) that only the robot pose and the measurement of the newly detected landmark are involved in the initialization process. Therefore, we can apply the result of Lemma IV.1 to draw the sigma points based on the vector with the following mean and covariance:
\[
k_o - 1
\]
(45)

Suppose the measurement vector is of dimension \(m\). Then, the UKF chooses \(r + 1 = 2 \times (3 + m) + 1\) sigma points, \(\{X_{l}(k_o|k_o - 1)\}^{r}_{l=0}\), and transforms them through the nonlinear initialization model (42) to obtain the regression points of the new landmark position \(\{Y_{l}(k_o|k_o - 1) = g(X_{l}(k_o|k_o - 1))\}^{r}_{l=0}\). The sample mean of the regression points is used to initialize the new landmark position:
\[
p_{L_{j,k_o|k_o - 1}} = \bar{y}_{k_o|k_o - 1}
\] (46)

In order to compute the covariance matrix of the augmented state vector comprising the robot pose, the previously initialized landmarks, and the new landmark, we first note that the regression matrix in (44) is [see (28)]:
\[
A_1 = \begin{bmatrix} A_x & A_z \end{bmatrix} = \bar{P}_{yx_{k_o|k_o - 1}^{-1}} \bar{P}_{xx_{k_o|k_o - 1}}^{-1}
\] (47)

Subsequently, using (43), (45), (46), and (5), we compute the error in the posterior estimate for the position of the \(j\)-th landmark:
\[
\hat{p}_{L_{j,k_o|k_o}} = p_{L_j} - \bar{p}_{L_{j,k_o|k_o}} = A_x x_{R_{k_o}} + A_z z_{k_o}^* + b'' + e'' - A_x x_{R_{k_o}} - A_z z_{k_o} - b''
\]
(48)

\(3\)To preserve the clarity of presentation, we consider the case where a single measurement suffices to initialize the landmark. This includes the distance-bearing measurement model, commonly used in practice. However, this is not a necessary assumption and our analysis can be extended to the case where multiple measurements at different time steps are needed to initialize the new landmark (e.g., bearing-only or distance-only measurements).
Based on (48), the cross-correlation terms between the new landmark and the robot and the old landmarks are given by:

\[
P_{L_j|k_o|k_o} = \mathbb{E}[\tilde{p}_{z_{j}, k_o} \tilde{X}_{R_{k_o|k_o}}^T] = A_k P_{R_{k_o|k_o}} A_k^T \tag{49}
\]

\[
P_{L_j|j', k_o|k_o} = \mathbb{E}[\tilde{p}_{z_{j}, k_o} \tilde{X}_{R_{j', k_o|k_o}}^T] = A_k P_{R_{j', k_o|k_o}} A_k^T \tag{50}
\]

for \(j' = 1, \ldots, M\) and \(j' \neq j\). Hence, the covariance matrix of the augmented state vector becomes:

\[
P_{k_o|k_o} = \begin{bmatrix}
P_{k_o|k_o}^{-1} & P_{k_o|k_o}^{-1} A_k^T \\
A_k & 0_{2x2M}
\end{bmatrix}
\]

\[
P_{L_j|L_j,k_o|k_o} = \mathbb{E}[\tilde{p}_{z_{j}, k_o} \tilde{X}_{L_j|L_j,k_o}^T] = A_k P_{L_j|L_j,k_o} A_k^T \tag{51}
\]

where \(P_{L_j|L_j,k_o|k_o} = P_{yX_{k_o|k_o}}^{-1}\) is the sample covariance of the set of the regression points \(\{\tilde{y}_i(k_o|k_o-1)\}_{i=0}^\infty\). Note that the computational complexity of the UKF landmark initialization is linear in the number of landmarks, which is of the same order as in the EKF.

For our derivations in the following sections, it will be necessary to compute the inferred measurement Jacobian matrices, \(\tilde{H}_{R_{k_o}}\) and \(\tilde{H}_{L_j,k_o}\), which correspond to the measurement used for initializing the landmark. For this purpose, by solving (43) for \(\tilde{z}_{k_o}\), and then substituting in (41), we have:

\[
z_{k_o} = -A_x^{-1} A_x x_{R_{k_o}} + A_x^{-1} P_{L_j|L_j} A_x^{-1} b_{n} - A_x^{-1} e_{k_o} + v_{k_o} \tag{52}
\]

We thus conclude that the inferred measurement Jacobians corresponding to this measurement are:

\[
\tilde{H}_{R_{k_o}} = -A_x^{-1} A_x, \quad \tilde{H}_{L_j,k_o} = A_x^{-1} \tag{53}
\]

V. SLAM OBSERVABILITY ANALYSIS

As discussed in Section III, the UKF carries out recursive state estimation based on a linear approximation (i.e., using sigma points) of the nonlinear system model. In this section, we examine the observability properties of the UKF linear-regression-based system model, since they can affect the filter’s performance. To the best of our knowledge, no such analysis has appeared in the literature prior to [16].

A. Background

Our motivation arises from our previous work [8]–[10], where it was shown that the observability properties of the EKF’s linearized system model greatly impact the filter’s consistency in SLAM. Specifically, we have proven in [8]–[10] that the system model of an ideal EKF, whose Jacobians are evaluated at the true state, has 3 unobservable degrees of freedom (d.o.f.). These correspond to the global position and orientation, and match the unobservable directions of the underlying nonlinear SLAM system [10], [49]. Moreover, it was shown that the ideal EKF exhibits excellent performance in terms of consistency. By contrast, the system model of the (standard) EKF, which uses the current state estimates for computing the Jacobians, has only 2 unobservable d.o.f., corresponding to the global position. As a result, the standard EKF becomes inconsistent since it acquires non-existent information along the direction of the global orientation. Based on this analysis, in [8], [9], we derived the First-Estimates Jacobian (FEJ)-EKF, which, by evaluating the Jacobians at the first available state estimates, achieves the desired observability properties (i.e., its system model has 3 unobservable d.o.f.). However, the first state estimates may be inaccurate and result in large linearization errors, thus degrading the filter’s performance. To improve the FEJ-EKF, in [10], we developed the Observability-Constrained (OC)-EKF which instead selects linearization points that not only ensure the linearized system model has the correct number of unobservable d.o.f., but also minimize the linearization errors. As a result, the OC-EKF attains consistency better than that of the FEJ-EKF and comparable to that of the ideal EKF.

In this work, we adopt an analogous approach where we first examine the observability properties of the UKF-SLAM system model and compare them to those of the underlying nonlinear SLAM system. Based on this analysis, we introduce an efficient algorithm for computing the appropriate inferred measurement Jacobians that preserve the dimensions of the unobservable subspace, thus improving consistency.

B. UKF-SLAM Observability

To examine the observability properties of the UKF-SLAM system model, we form the observability matrix [50] for the time interval \([k_o, k_o + k]\) as follows:

\[
M = \begin{bmatrix}
\tilde{H}_{k_o} \\
\tilde{H}_{k_o+1} \Phi_{k_o} \\
\vdots \\
\tilde{H}_{k_o+k} \Phi_{k_o+k-1} \cdots \Phi_{k_o}
\end{bmatrix} \tag{54}
\]

where the inferred measurement Jacobians, \(\tilde{H}_{k_o+\ell}, \ell \in \{0, \ldots, k\}\), and inferred state propagation Jacobians, \(\Phi_{k_o+\ell-1}, \ell \in \{1, \ldots, k\}\), are computed based on the UKF regression matrices [see (31), (37), (39), and (40)].

Since the UKF approximates the nonlinear SLAM model by a regression-based linearized system [see (12) and (18)], it is desirable that its observability properties match those of the underlying nonlinear system. That is, the UKF-SLAM system model should have 3 unobservable d.o.f., or equivalently its observability matrix, \(M\), should have a nullspace of dimension 3.

However, this is generally not the case. In fact, when numerically computing the dimension of the nullspace of \(M\), we find that it is 3 only at time-step \(k_o\), when a landmark is initialized. At that time, the observability matrix comprises only the first inferred measurement Jacobian, i.e., \(M = \tilde{H}_{k_o}\), which is a 2 \(\times\) 5 matrix and thus generally has a nullspace of dimension 3. Later on and as more measurements become available, the dimension of the nullspace of the observability matrix decreases fast. Typically, the observability matrix \(M\) becomes full-rank after two time steps of consecutive observations.

A full-rank observability matrix indicates that the linear-regression-based system model employed by the UKF is observable, which contradicts the observability analysis of the nonlinear SLAM system [10], [49]. In practice, this implies that the UKF obtains “spurious” information, in all directions of the state space, even in directions where no information is available, such as the global position and orientation. This, in turn, leads to an unjustified reduction of the state estimates’ covariance matrix, which cannot be compensated for by the
noise covariance increase that the UKF uses to account for linearization errors [see (35)]. As shown in the simulation and experimental results in Sections VII and VIII, the inconsistency due to the mismatch between the observability properties of the UKF linear-regression-based system model and the nonlinear (or equivalently the ideal EKF) system model, causes a significant degradation in the filter’s performance.

VI. OBSERVABILITY-CONSTRAINED UKF SLAM

In this section, we introduce a novel OC-UKF algorithm that employs a linear-regression-based system model with observability properties similar to those of the underlying nonlinear SLAM system. Specifically, we construct the “inferred” Jacobsians of the UKF in such a way that the resulting system model has an unobservable subspace of dimension 3.

In particular, the propagation phase of the OC-UKF is identical to that of the standard UKF. The difference arises in the update phase, where, instead of employing the unconstrained minimization of (4) for computing the regression matrix, we formulate a constrained minimization problem that enforces the desired observability properties. Specifically, if the first landmark was observed at time-step \( k_0 \), we require that [see (54)]:

\[
MN = 0 \Leftrightarrow \begin{cases} \hat{H}_{k_0} N = 0, & \text{for } \ell = 0 \\ \hat{H}_{k_0+\ell} \hat{\Phi}_{k_0+k-1} \cdots \hat{\Phi}_{k_0} N = 0, & \text{for } \ell > 0 \end{cases}
\]  

(55)

In the above expressions, \( N \) is a \((3+2M) \times 3\) matrix, whose columns span the desired nullspace. These constraints ensure that all the block rows of the observability matrix \( M \) (54) have the same nullspace, which coincides with the unobservable subspace of the filter’s system model. By ensuring that its inferred system model has an unobservable subspace of dimension 3, the OC-UKF avoids the infusion of erroneous information, and is empirically shown to attain significantly improved consistency (see Sections VII and VIII).

In what follows, we show how the nullspace matrix \( N \) is determined, and based on that, we compute the inferred measurement Jacobsians.

A. Computing the Nullspace Matrix \( N \)

Consider the following partitioning of the matrix \( N \):

\[
N = [N^T_R \quad N^T_{L_1} \quad \cdots \quad N^T_{L_M}]^T
\]

(56)

where \( N_R \) is a \(3 \times 3\) submatrix corresponding to the robot pose, and \( N_{L_i} \), \( i = 1, \ldots, M \), are \(2 \times 3\) submatrices corresponding to the \( i \)-th landmark. It is important to note that landmarks are typically observed and initialized at different time instants, and hence the number of submatrices comprising \( N \) will increase over time, as new landmarks are included into the state vector.

1) Initialization of the first landmark: When the first landmark is initialized at time-step \( k_0 \), we choose \( N \) to be a matrix whose columns span the nullspace of the \( 2 \times 5 \) inferred Jacobian \( \hat{H}_{k_0} = [\hat{H}_{R_{k_0}} \quad \hat{H}_{L_{k_0,k_0}}] \) [see (53)], i.e.,

\[
\text{null}(\hat{H}_{k_0}) = \text{span}(N) \Rightarrow \begin{bmatrix} \hat{H}_{R_{k_0}} \\ \hat{H}_{L_{k_0,k_0}} \end{bmatrix} \begin{bmatrix} N^R \\ N^L_{k_0} \end{bmatrix} = 0
\]

(57)

Thus, \( N \) can be readily computed via the singular value decomposition (SVD) of \( \hat{H}_{k_0} \) [51].

2) Initialization of subsequent landmarks: Suppose that the \( j \)-th landmark is detected for the first time at time-step \( k_o + k \). This implies that the state vector already contains the first \((j-1)\) landmarks and thus \( N_R \) and \( N_{L_i} \) \( (i = 1, \ldots, j-1) \) have been computed. The nullspace matrix \( N \) now will have to be augmented by \( N_{L_j} \), corresponding to the new landmark, \( L_j \). To determine \( N_{L_j} \), we first notice that, based on the structure of the measurement and state-propagation inferred Jacobsians [see (40) and (37)], the corresponding block row of the observability matrix at this time step, denoted by \( M_{k_o+k} \), can be obtained as [see (54)]:

\[
M_{k_o+k} \triangleq \begin{bmatrix} \hat{H}_{k_0+k} \hat{\Phi}_{k_0+k-1} \cdots \hat{\Phi}_{k_0} \\ \hat{H}_{R_{k_0+k}} \hat{\Phi}_{R_{k_0+k-1}} \cdots \hat{\Phi}_{R_{k_0}} \hat{R}_{k_0+k} \end{bmatrix} = \begin{bmatrix} \mathbf{0} \quad \cdots \quad \mathbf{0} \quad \hat{H}_{L_{j,k_0+k}} \end{bmatrix}
\]

(58)

Since this is the newest landmark, it is appended at the end of the state vector. Then, we compute \( N_{L_j} \) based on the requirement that each block row of the observability matrix \( M \) has the same nullspace, spanned by \( N \), i.e.,

\[
\text{null}(M_{k_o+k}) = \text{span}(N) \Rightarrow M_{k_o+k} N = 0
\]

(59)

Substitution of (56) (using \( M = j \)) and (58) in (59) yields:

\[
\begin{align*}
\hat{H}_{R_{k_o+k}} \hat{\Phi}_{R_{k_0+k-1}} \cdots \hat{\Phi}_{R_{k_0}} N_R + \hat{H}_{L_{j,k_0+k}} N_{L_j} &= 0 \\
N_{L_j} &= -\hat{H}_{L_{j,k_0+k}} \hat{H}_{R_{k_o+k}} \hat{\Phi}_{R_{k_0+k-1}} \cdots \hat{\Phi}_{R_{k_0}} N_R
\end{align*}
\]

(60)

B. Computing the Inferred Measurement Jacobsians

We now show how the inferred measurement Jacobsians for the observation of landmark \( L_j \) at time-step \( k_o + \ell \) can be computed. From Lemma IV.1, we know that for these Jacobsians we only need to determine the regression matrix \( A_{1} \), instead of the full regression matrix \( A \) [see (39) and (40)]. In the OC-UKF, at each update step after \( L_j \) has been initialized, we formulate the following constrained linear-regression problem with respect to \( A_{1} \) and \( b \) [see (4)]:

\[
\begin{align*}
\min_{A_{1},b} & \sum_{i=0}^{10} w_i [X_i - (A_{1}X_i + b)]^T [X_i - (A_{1}X_i + b)] \\
\text{s. t.} & \quad A_{1} \tilde{\Phi}_{k_o+k-1} \cdots \tilde{\Phi}_{k_0} N_j = 0
\end{align*}
\]

(61)

(62)

where \( \tilde{\Phi}_{k_o+\ell} \triangleq \begin{bmatrix} \hat{\Phi}_{R_{k_o+\ell}} \quad \mathbf{0} \\ \mathbf{0} \quad \mathbf{I}_2 \end{bmatrix} \), \( \ell = 0, \ldots, k - 1 \), is the reduced-size regression matrix obtained from propagation [see (31) and (37)], corresponding to the part of the state comprising only the robot pose and \( L_j \); and \( N_j \triangleq [N^T_R \quad N^T_{L_j}]^T \) contains the corresponding block rows of \( N \) [see (56)]. The sigma points used in the minimization problem (61) are computed by the procedure described in Section IV-B. The optimal solution of \( A_{1} \) is obtained in closed form using the following lemma:

**Lemma VI.1.** The optimal solution to the constrained minimization problem (61)-(62) is given by:

\[
A_{1} = \frac{\hat{H}_{R_{k_o+k}}}{\hat{H}_{L_{j,k_0+k}}} = \frac{\hat{P}_x}{\hat{P}_x} \begin{bmatrix} k_o+k-1 \end{bmatrix} \left( \hat{L}_P \hat{P}_x \hat{L}_P k_o+k-1 \right)^{-1} L
\]

(63)
with
\[
L = \begin{bmatrix} I_m & 0_{m \times (5-m)} \end{bmatrix} (I_5 - U(U^T U)^{-1}U^T)
\]  \tag{64}
\[
U = \hat{\Phi}_{k,c}^j \cdots \hat{\Phi}_{k,1} U
\]  \tag{65}
where \( m \) is the dimension of the measurement vector.

Proof. See Appendix B.

Lastly, once we construct the full inferred measurement Jacobian matrix \( \hat{H}_{k,c} \) in (40) from the regression matrix \( A_1 \) in (63), we update the state estimate and covariance based on (21)-(24). In summary, the main steps of the OC-UKF SLAM are outlined in Algorithm 1.

We stress that if multiple landmarks are observed concurrently, the above process for determining the inferred measurement Jacobians is repeated sequentially for each of the landmarks. Note also that the maximum dimension of all the matrices involved in (63)-(64) is 5 [see (38)], and thus computing the regression matrix \( A_1 \) incurs only a constant computational overhead, regardless of the number of landmarks in the state. As a result, the overall computational cost of the OC-UKF update step remains quadratic (as is the case for EKF-SLAM).

VII. SIMULATION RESULTS

A series of Monte-Carlo comparison studies were conducted under various conditions, in order to verify the preceding consistency analysis and to compare the performance of the proposed OC-UKF to that of the standard UKF/EKF and the OC-EKF [10], as well as the iSAM algorithm [42]. The metrics used to evaluate estimation performance are the root mean squared error (RMSE) and the average normalized (state) estimation error squared (NEES) [11]. The RMSE provides a measure of accuracy, while the NEES is a standard criterion for evaluating estimator consistency. Specifically, it is known that the NEES of an \( N \)-dimensional Gaussian random variable follows a \( \chi^2 \) distribution with \( N \) d.o.f. Therefore, if an estimator is consistent, we expect that the average NEES for the robot pose will be close to 3 for all time steps, and the average landmark NEES will be close to 2. The larger the deviations of the NEES from these values, the worse the inconsistency of the estimator. Note that when two estimators produce comparable RMSE, the one whose NEES is closer to the expected value is also the one whose estimated covariance is closer to the true covariance. By studying both the RMSE and NEES of an estimator, we obtain a comprehensive picture of the estimator’s performance.

A. SLAM with Range-and-Bearing Measurements

In the simulation tests presented in this section, a robot with a differential-drive model drove on a planar surface, at a constant velocity of \( v = 0.25 \) m/sec. The two drive wheels were equipped with encoders, which measure their revolutions and provide measurements of velocity (i.e., right and left wheel velocities, \( v_r \) and \( v_l \), respectively), with standard deviation equal to \( \sigma = 2\% v \) for each wheel. These measurements were used to obtain the linear and rotational velocity measurements for the robot, which are given by:

\[
v = \frac{v_r + v_l}{2}, \quad \omega = \frac{v_r - v_l}{a}
\]

where \( a = 0.5 \) m is the distance between the active wheels. The robot recorded distance and bearing measurements to landmarks lying within its sensing range of 5 m. The standard deviation of the distance-measurement noise was equal to 10% of the robot-to-landmark distance, while the standard deviation of the bearing-measurement noise was set to 10 deg. It should be noted that the sensor-noise levels selected for the simulations are larger than what is typically encountered in practice. This was done on purpose in order to make the effects of inconsistency more apparent.

For the results shown here, a SLAM scenario with multiple loop closures was considered, where during each run, the robot executed 10 loops on a circular trajectory, and observed 20 landmarks in total. The reported results were averaged over 50 Monte-Carlo trials. During the test, six estimators processed
the same data, to ensure a fair comparison. The compared estimators were: (i) the ideal EKF, (ii) the standard EKF, (iii) the OC-EKF [10], (iv) the standard UKF, (v) the OC-UKF, and (vi) the iSAM algorithm [42]. Note that, as shown in [36], the performance of iSAM is very similar to (or even slightly better than) that of iSAM2 in landmark-based SLAM, which is the case considered in this work. Hence, in this test, we compared our algorithm to iSAM [42], using version 1.6 of its open-source implementation [53] with standard parameters, i.e., solving at every time step and reordering/relinearizing every 100 time steps. We also point out that, in order to ensure a fair comparison, we report the current-state estimates (instead of the final batch estimates) of the iSAM algorithm at each time step, which are computed by processing the measurements up to the current time step, without using any future measurements’ information. Clearly, these incremental causal estimates are of more practical importance in any real-time robotic operation. Lastly, it is important to note that the ideal EKF is not realizable in practice since its Jacobians are evaluated at the (unknown) true values of the state. However, we included it as a benchmark in our simulations, since it has been shown to possess the correct observability properties and exhibit the best performance in terms of both consistency and accuracy [8]–[10], [16].

The comparative results for all the estimators are presented in Fig. 1 and Table I. Specifically, Figs. 1(a) and 1(b) show the average NEES and RMSE, respectively, over all Monte-Carlo runs for each time step for the robot pose. On the other hand, Table I presents the average values of all relevant performance metrics for the landmarks and the robot. For the landmarks, we computed the average RMSE and NEES by averaging over all Monte-Carlo runs, all landmarks, and all time steps. For the robot position and orientation RMSEs and the robot pose NEES, we averaged the corresponding quantities over all Monte-Carlo runs and all time steps.

Several interesting conclusions can be drawn from these results. Firstly, it becomes clear that the performance of the proposed OC-UKF is very close to that of the ideal EKF, and substantially better than both the standard EKF and the standard UKF, in terms of both RMSE (accuracy) and NEES (consistency). The observed performance gain indicates that the observability properties of the linear-regression-based
system model employed in the UKF play a key role in determining the filter consistency: When these properties differ from those of the underlying nonlinear system, which is the case for the standard EKF and UKF, the filter’s consistency is negatively impacted.

A second observation is that both the OC-UKF and the OC-EKF attain slightly better performance than the iSAM algorithm, in terms of consistency and accuracy (see Fig. 1 and Table I). This can be justified by the fact that in order to reduce its processing requirements, the iSAM algorithm does not iteratively update the whole measurement Jacobian matrix (and thus the square-root information matrix) at every time step. Instead, it reuses partial results from the previous time steps and only updates the Jacobian matrix incrementally by appending to it new rows corresponding to the most recent measurements. However, the previously-computed parts of the Jacobian matrix can be quite inaccurate (especially right before a loop closure event or in the presence of large measurement noise). Moreover, incremental updating does not guarantee the appropriate observability properties. These factors can lead to significant estimation errors, which will propagate in time and degrade the iSAM algorithm’s performance for all time steps except the ones where batch relinearization is applied. Clearly, this issue can be mitigated by performing periodic relinearization more frequently, which, however, will significantly increase the computational cost.

Lastly, the OC-UKF also outperforms the OC-EKF [10], by a smaller margin, in terms of both RMSE and NEES. It is interesting to note that the advantage of the OC-UKF over the OC-EKF is more pronounced in terms of NEES. This indicates that the OC-UKF provides a more accurate uncertainty measure (covariance) than the OC-EKF, and also implies that the filter’s inconsistency primarily affects the covariance, rather than the state estimates. To further highlight this performance difference, in the next section, we also compare these algorithms in the case of bearing-only SLAM (BOSLAM), whose severe nonlinearities make the need for a better linearization scheme, such as the one offered by the OC-UKF, more evident.

B. SLAM with Bearing-only Measurements

In this BOSLAM simulation test, we employed the same simulation setup as in the preceding case, with some changes in the parameters. Specifically, the robot moved on a circular trajectory at a constant velocity of $v = 0.5 \text{ m/sec}$, with wheel-velocity measurement noise standard deviation equal to $\sigma = 1\% v$, while the standard deviation of the bearing-measurement noise was set to 2 deg. Note that we doubled the robot velocity in this simulation, because a larger linear velocity increases the baseline between two consecutive time steps, leading to a more reliable triangulation-based landmark initialization [54]. Once a landmark is initialized, the inferred Jacobians for the bearing measurements to this landmark are computed in the same way as for the range-and-bearing measurements (see Section VI-B).

The comparative results of the robot pose and landmark position estimation are shown in Fig. 2 and Table II. As evident, in the case of BOSLAM where the measurement nonlinearity is more significant than that of the range-and-bearing SLAM considered earlier, the standard UKF performs substantially better than the standard EKF, in terms of both consistency (NEES) and accuracy (RMSE). This performance gain is also shared by the OC-UKF over the OC-EKF. We thus see that the OC-UKF combines the benefits of the OC-EKF (i.e., correct observability properties) with those of the UKF (i.e., better linearization), to form an estimator whose performance is comparable to that of the ideal EKF.

VIII. EXPERIMENTAL RESULTS

To further test the proposed OC-UKF SLAM algorithm, we also conducted real-world experiments in both indoor and outdoor environments. These tests also allow us to examine the algorithm’s runtime, as compared to the OC-EKF and the state-of-the-art iSAM algorithm. All the timing results presented in this section were obtained on a Mac laptop with an Intel i5 processor at 2.53 GHz, and 4GB of RAM.

A. Indoor Environment

We first present the results of the indoor experiment conducted in an office building. The robot was commanded to perform 11 loops around a square with sides approximately equal to 20 m (see Fig. 3). This trajectory was selected since repeated re-observation of the same landmarks tends to make the effects of inconsistency more apparent, and facilitates discerning the performance of the various estimators. A Pioneer robot equipped with a SICK LMS200 laser range-finder and wheel encoders was used in this experiment. From the laser-range data, corner features were extracted and used as landmarks, while the wheel encoders provided the linear and rotational velocity measurements. In particular, this dataset was recorded over about 40 minutes, and contains 23425 robot poses and 63 landmarks with 11392 measurements to them.

Since no ground truth for the robot pose could be obtained using external sensors (e.g., overhead cameras) in this experiment, we obtained a reference trajectory, treated as ground
truth, by utilizing the known map of the area where the experiment took place. Specifically, the exact locations of 20 corners were known from the blueprints of the building. Measurements to these corners, as well as all other measurements obtained by the robot (including those to corners whose locations were not known a priori), were processed offline using a batch maximum a posteriori (MAP) estimator [55] to obtain an accurate estimate of the entire trajectory. This estimate, as well as the locations of the known corners, are shown in Fig. 3. This constitutes the ground truth against which the performance of the following five estimators was compared: (i) the standard EKF, (ii) the OC-EKF, (iii) the standard UKF, (iv) the OC-UKF, and (v) iSAM. Clearly, due to the way the ground truth is computed, the estimation errors are expected to have some correlation to the errors in the ground truth. However, since these correlations are the same for all estimators, we can still have a fair comparison of their relative performance.

The comparative results for all estimators are presented in Figs. 4(a) and 4(b), while Table III shows the averaged NEES and RMSE of the robot pose and landmark position, respectively. We point out that during the experiment the robot detected a number of landmarks that were not included in the set of 20 known corners (e.g., movable objects such as furniture). Since no ground truth was available for these objects, we only used the 20 known corners for computing the landmarks’ error statistics. From the experimental results, it becomes evident that the OC-UKF outperforms both the standard EKF and UKF, and also achieves better accuracy than the OC-EKF. This agrees with the simulation results presented in the preceding section. It should be noted that the reported NEES in Fig. 4(a) was computed only from a single run (i.e., this is not an average over many Monte-Carlo runs as in the simulations). To evaluate an estimator’s consistency, the average NEES over many Monte-Carlo runs is a suitable metric, while the NEES values in a single experiment do not dictate which estimator is consistent or not. Regardless, we show these results mainly to demonstrate the large difference in performance between the OC-EKF/UKF and the standard EKF/UKF. These experimental results, along with those from the simulations, further support our conjecture that the mismatch in the dimension of the unobservable subspace between
In these plots, the solid lines with circles correspond to the standard EKF, the dashed lines to the OC-EKF, the solid lines with crosses to the standard UKF, the solid lines to the OC-UKF, and the dash-dotted lines to the iSAM algorithm. Note that the NEES and estimation error values of the standard EKF and the standard UKF are almost identical, and the estimation errors of the OC-UKF, the OC-EKF and the iSAM algorithm are also very close to each other, which makes the corresponding lines difficult to distinguish.

At this point we should note that in this indoor experiment (as well as the outdoor experiment presented in the next section) the measurement correspondences were known. If not, then to solve the data association problem, the iSAM algorithm would need to recover marginal covariances, which will significantly increase its processing requirements [42]. By contrast, since the covariance matrix is maintained in the OC-EKF/UKF, the marginal covariances are immediately available and hence the maximum-likelihood data association incurs minimal overhead.

Lastly, it is very important to observe from Table III that the two UKFs (i.e., the standard UKF and the proposed OC-UKF) have similar timing performance as the two EKFs (i.e, the standard EKF and the OC-EKF). This is attributed to the proposed sampling strategy (see Lemma IV.1), which results in the UKF having computational complexity of the same order as that of the EKF.

B. Outdoor Environment

To further examine the performance of the proposed OC-UKF, we tested our algorithm on a publicly available SLAM dataset, the Sydney Victoria Park dataset. The experimental platform was a 4-wheeled vehicle equipped with a kinematic GPS, a laser sensor, and wheel encoders. The GPS system was used to provide ground truth for the robot position. Wheel encoders were used to provide odometry measurements, and the statistically-linearized SLAM system and the underlying nonlinear system is a fundamental cause of filter inconsistency.

As evident from Fig. 4(b) and Table III, the OC-EKF/UKF achieve similar accuracy to, and better consistency than, the iSAM algorithm. As mentioned in the previous section, one possible explanation for this is that the iSAM algorithm does not iteratively update the whole measurement Jacobian at each time step, which may incur large linearization and thus estimation errors. Inaccuracies in the measurement Jacobian propagate into the covariance estimated by the iSAM algorithm, which results in significantly higher NEES values as compared to the OC-EKF/UKF. Interestingly, as seen from Table III, the OC-UKF has a lower computational cost than iSAM in this experiment, although all the algorithms attain faster-than-real-time performance. This can be justified by the fact that the computational cost of the iSAM algorithm increases as the robot trajectory grows. Moreover, the 11 loop-closing events occurring along the robot trajectory in this experiment significantly increase fill-in in the square-root information matrix and thus the computational complexity for solving the system.

At this point we should note that in this indoor experiment (as well as the outdoor experiment presented in the next section) the measurement correspondences were known. If not, then to solve the data association problem, the iSAM algorithm would need to recover marginal covariances, which will significantly increase its processing requirements [42]. By contrast, since the covariance matrix is maintained in the OC-EKF/UKF, the marginal covariances are immediately available and hence the maximum-likelihood data association incurs minimal overhead.

Lastly, it is very important to observe from Table III that the two UKFs (i.e., the standard UKF and the proposed OC-UKF) have similar timing performance as the two EKFs (i.e, the standard EKF and the OC-EKF). This is attributed to the proposed sampling strategy (see Lemma IV.1), which results in the UKF having computational complexity of the same order as that of the EKF.

B. Outdoor Environment

To further examine the performance of the proposed OC-UKF, we tested our algorithm on a publicly available SLAM dataset, the Sydney Victoria Park dataset. The experimental platform was a 4-wheeled vehicle equipped with a kinematic GPS, a laser sensor, and wheel encoders. The GPS system was used to provide ground truth for the robot position. Wheel encoders were used to provide odometry measurements, and
propagation was carried out using the Ackerman model. In this particular application, since the most common features in the environment were trees, the profiles of trees were extracted from the laser data, and the centers of the trunks were then used as the point landmarks. It should be pointed out that in this test, to ensure a fair comparison with the iSAM algorithm, we employed the preprocessed dataset which is also available in the iSAM package [53]. This preprocessed dataset contains 6969 robot poses and 151 landmarks with 3640 measurements, recorded over 26 minutes.

Since the OC-EKF and the OC-UKF were already shown in the preceding simulations and experiment to perform significantly better, in terms of accuracy and consistency, than the standard EKF and UKF, in this test, we omitted the comparison to the two latter filters for clarity of presentation. Instead, we focus on the accuracy comparison of the OC-UKF with the OC-EKF and the iSAM algorithm. In this experiment, true landmark positions and true robot orientations were not available. We hence only compared the position-estimation performance of the three approaches (i.e., the OC-EKF, the OC-UKF, and the iSAM algorithm). Note also that, as mentioned in Section VIII-A, the NEES computed from a single experimental run is not well-suited for analyzing the consistency of the estimators, and thus we hereafter focus on the comparison of accuracy and processing requirements. Specifically, Fig. 5(a) depicts the trajectory and landmark estimates produced by the three estimators as compared to the GPS ground truth, while Fig. 5(b) shows the corresponding estimation errors of the robot position. Table IV shows the average estimation errors (i.e., RMSE) of robot position as well as the total CPU runtime for the three estimators compared. Clearly, the OC-UKF achieves better accuracy than both the OC-EKF and iSAM, while incurring comparable computational cost. In particular, the OC-UKF attains 36% and 10% reduction in robot position estimation errors as compared to the OC-EKF and iSAM, while at 3% lower and only 10% higher computational cost, respectively.

![Fig. 5. (Outdoor Experiment) Experimental results: (a) robot trajectory and landmark estimates as compared to the GPS data, and (b) robot position estimation errors. Note that, since in this test the GPS satellite signals were not always available, we computed the estimation errors only when GPS was available. In these plots, the dash-dotted lines and stars correspond to the iSAM estimates of the trajectory and the landmarks, respectively; the dashed lines and triangles to the OC-EKF, and the solid lines and circles to the OC-UKF, while the dots denote the sparse GPS data points.](image)

<table>
<thead>
<tr>
<th>[OUTDOOR EXPERIMENT] ESTIMATION ACCURACY AND RUNTIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>iSAM</td>
</tr>
<tr>
<td>Robot Position RMSE (m)</td>
</tr>
<tr>
<td>Total CPU Execution Time (sec)</td>
</tr>
</tbody>
</table>

Note that in this experiment, the OC-UKF has lower cost than the OC-EKF, primarily because the Mahalanobis-distance test [11] in the OC-UKF rejects more outlier measurements than that in the OC-EKF.

IX. CONCLUSIONS AND FUTURE WORK

This work focuses on UKF-based SLAM, and particularly on the issues of computational complexity and filter inconsistency. The first contribution of this work is the formulation of a novel UKF-based SLAM algorithm that has computational complexity of the same order as that of EKF-based SLAM. In particular, we have proposed a new sampling scheme in which the unscented transformation employed by the UKF is only applied to the subset of states that appear in the nonlinear process and measurement models, instead of the entire state. Thus, by adopting this new sampling scheme, the UKF-based SLAM requires computing the square root of small, constant-size matrices, which leads to computational complexity linear during propagation, and quadratic during update. Furthermore, we
have shown that a mismatch between the observability properties of the linear-regression-based system model employed by the UKF, and those of the underlying nonlinear SLAM system, causes inconsistency. To address this issue, we have introduced a novel observability-constrained (OC)-UKF, which ensures that the UKF system model has an unobservable subspace of appropriate dimensions, by enforcing observability constraints on the filter’s inferred Jacobians. Through extensive Monte-Carlo simulations and real-world experiments, the OC-UKF is shown to achieve comparable or better performance, in terms of consistency, accuracy and computational complexity, to other state-of-the-art SLAM algorithms such as the OC-EKF and iSAM.

In this work, we have focused on 2D SLAM. However, the proposed approach is also applicable to the case of robot localization in 3D using inertial sensors. The details of the application of the proposed OC-UKF to 3D SLAM will be the focus of our future work.

**APPENDIX A**

**PROOF OF LEMMA IV.1**

We start with the linearization error in the linear regression:

\[ e(x) = y - (Ax + b) = y - A_1 x_1 - A_2 x_2 - b \]  

Substituting (66) in the expression of the expected value of the squared linearization error (1), the cost function we seek to minimize becomes:

\[
\int_{-\infty}^{+\infty} \| y - A_1 x_1 - A_2 x_2 - b \|^2 p(x) dx = 
\int_{-\infty}^{+\infty} \| y - A_1 x_1 - A_2 x_2 - b \|^2 p(x_1|x_2) p(x_1) dx_1 dx_2
\]  

(67)

where we have employed the notation \( |\alpha|^2 \triangleq \alpha^T \alpha \), and the property \( p(x) = p(x_1, x_2) = p(x_2|x_1) p(x_1) \). Now using the standard sample-based approximation, \( p(x_i) \approx \sum_{i=0}^{\delta_n} w_i \delta(x_i - x_1) \), where the samples are selected to match the mean and covariance of \( p(x) \) [see (2) and (3)], we rewrite the cost function (67) as follows:

\[
c := \sum_{i=0}^{\delta_n} w_i \int_{-\infty}^{+\infty} \| Y_i - A_1 X_1 - A_2 X_2 - b \|^2 p(x_1|x_2) dx_2
\]

(70)

Based on (70), we have:

\[
E\left(x_2^T x_2^T\right) = E\left(x_2^T\right) E\left(x_2\right)^T + \bar{P}_{x_2 x_2} = \bar{X}_2 \bar{X}_2^T + \bar{P}_{x_2 x_2}
\]

Substituting \( E(x_2) \triangleq \bar{X}_2 \) from (70) and \( E(x_2 x_2^T) \) from (71) in (68) and simplifying it, we obtain:

\[
c = \sum_{i=0}^{\delta_n} w_i \| Y_i - A_1 X_1 - A_2 \hat{X}_2 - b \|^2 + \text{tr} \left( A_2 \bar{P}_{x_2 x_2} A_2^T \right)
\]

(72)

Our goal is to minimize the cost function in (72) with respect to \( b \) and \( A \triangleq [A_1 \ A_2] \). To do so, we first compute the optimal solution for \( b \), by setting the derivative of (72) with respect to \( b \) to zero. This yields:

\[
\frac{\partial c}{\partial b} = -2 \sum_{i=0}^{\delta_n} w_i \left( Y_i - A_1 X_1 - A_2 \hat{X}_2 - b \right)^T = 0 \Rightarrow \hat{b} = \sum_{i=0}^{\delta_n} w_i Y_i - \sum_{i=0}^{\delta_n} w_i A_1 X_1 - \sum_{i=0}^{\delta_n} w_i A_2 \hat{X}_2 = \bar{y} - A_1 \bar{X}_1 - A_2 \bar{X}_2
\]

(73)

where for the last step, we have used (6), the equality \( \hat{x}_1 = \sum_{i=0}^{\delta_n} w_i \bar{X}_1 \), and the identity \( \bar{X}_2 = \sum_{i=0}^{\delta_n} w_i \bar{X}_2 \), which stems from (70).

Substituting (73) in (72), we have:

\[
c' = \sum_{i=0}^{\delta_n} w_i \| Y_i - A_1 \hat{X}_1 - A_2 \hat{X}_2 \|^2 + \text{tr} \left( A_2 \bar{P}_{x_2 x_2} A_2^T \right)
\]

(74)

where

\[
\hat{X}_1 \triangleq X_1 - \hat{x}_1, \quad \hat{Y}_i \triangleq Y_i - \bar{y}, \\
\hat{X}_2 \triangleq X_2 - \hat{x}_2 = P_{x_2|x_1} P_{x_1|x_1} \bar{X}_1
\]

(75)

Note that (70) was used in (76). Taking derivatives of the cost function in (74) with respect to \( A_1 \) and \( A_2 \), and setting them equal to zero, we obtain:

\[
\frac{\partial c'}{\partial A_1} = -2 \sum_{i=0}^{\delta_n} w_i \left( \hat{Y}_i - A_2 \hat{X}_2 - A_2 \bar{X}_2 \right) \hat{X}_1^T = 0
\]

(77)

\[
\frac{\partial c'}{\partial A_2} = -2 \sum_{i=0}^{\delta_n} w_i \left( \hat{Y}_i - A_2 \hat{X}_2 - A_2 \bar{X}_2 \right) \hat{X}_2^T + 2 A_2 P_{x_2|x_2} = 0
\]

(78)

At this point, we use the fact that, due to the selection of the sigma points, we have:

\[
\sum_{i=0}^{\delta_n} w_i \hat{Y}_i \hat{X}_1^T = \bar{P}_{xy_1}, \quad \sum_{i=0}^{\delta_n} w_i \hat{Y}_i \hat{X}_2^T = \bar{P}_{xy_2}, \quad \sum_{i=0}^{\delta_n} w_i \hat{X}_1 \hat{X}_1^T = \bar{P}_{x_1|x_1}
\]

(79)

\[
\sum_{i=0}^{\delta_n} w_i \hat{X}_1 \hat{X}_2^T = \bar{P}_{x_1|x_2} \bar{P}_{x_2|x_1}^{-1} \sum_{i=0}^{\delta_n} w_i \hat{X}_2 \hat{X}_2^T = \bar{P}_{xy_2} \bar{P}_{x_2|x_2} P_{x_2|x_1} \]

(80)

\[
\sum_{i=0}^{\delta_n} w_i \hat{Y}_i \hat{X}_2^T = \bar{P}_{xy_2} \bar{P}_{x_2|x_1}^{-1} \sum_{i=0}^{\delta_n} w_i \hat{X}_1 \hat{X}_1^T = \bar{P}_{xy_2} \bar{P}_{x_2|x_2} \bar{P}_{x_1|x_2}
\]

(81)

\[
\sum_{i=0}^{\delta_n} w_i \hat{X}_2 \hat{X}_2^T = \bar{P}_{x_2|x_2} \bar{P}_{x_2|x_1}^{-1} \sum_{i=0}^{\delta_n} w_i \hat{X}_2 \hat{X}_2^T = \bar{P}_{x_2|x_2} \bar{P}_{x_2|x_1}
\]

(82)

where (76) was used for deriving these relations. Substituting the above results in (77) and (78) yields:

\[
\bar{P}_{xy_1} - A_1 \bar{P}_{x_1|x_1} - A_2 \bar{P}_{x_2|x_2} = 0
\]

(83)

\[
\bar{P}_{xy_2} \bar{P}_{x_2|x_1}^{-1} \bar{P}_{x_1|x_2} - A_1 \bar{P}_{x_1|x_2} - A_2 \bar{P}_{x_2|x_2} \bar{P}_{x_1|x_2} - A_2 \bar{P}_{x_2|x_2} = 0
\]

(84)

It is easy to verify (e.g., by substitution) that the solution to the system of equations (83)-(84) is

\[
A_1 = \bar{P}_{xy_1} \bar{P}_{x_2|x_2}^{-1} \bar{P}_{x_1|x_2}, \quad A_2 = 0
\]

This completes the proof.
Using (65), we write the equality constraint on $A_1$ (62) as $A_1 U = 0$. This equation states that the rows of $A_1$ lie in the left nullspace of the $5 \times 3$ matrix $U$. Therefore, if $L$ is a $2 \times 5$ matrix whose rows span this nullspace, we can write $A_1$ as:

$$A_1 = BL$$  \hspace{1cm} (85)$$

where $B$ is an $m \times 2$ unknown matrix that we seek to compute. We note that there are several possible ways of computing an appropriate matrix $L$, whose rows lie in the nullspace of $U$. For instance, such a matrix is given, in closed form, by the expression (64). Substituting (85) in the original problem formulation [see (4) and (61)], we obtain:

$$\min_{B, b} \sum_{i=0}^{10} w_i [Z_i - (B \lambda_i' + b)]^T [Z_i - (B \lambda_i' + b)]$$  \hspace{1cm} (86)$$

where we have defined $\lambda_i' \triangleq L \lambda_i$, $i = 0, \ldots, 10$. This is an unconstrained minimization problem with respect to the design variables $B$ and $b$, and has exactly the same structure as that in (4). Thus, by analogy, the optimal solution for $B$ is computed by [see (5)]:

$$B = \bar{P}_{xR} \bar{P}_{RL}^{-1}$$  \hspace{1cm} (87)$$

where

$$\bar{P}_{xR} = \sum_{i=0}^{10} w_i [L \lambda_i' - L \bar{x}] [L \lambda_i' - L \bar{x}]^T$$

$$\bar{P}_{RL} = \sum_{i=0}^{10} w_i [L \lambda_i' - L \bar{x}] [L \lambda_i' - L \bar{x}]^T = L \bar{P}_{xR} L^T$$

By combining these two identities with those of (87) and (85), we obtain the optimal solution of $A_1$ [see (63)].
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