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Abstract This paper addresses the problem of localization
and map construction by a mobile robot in an indoor en-
vironment. Instead of trying to build high-fidelity geomet-
ric maps, we focus on constructing topological maps as
they are less sensitive to poor odometry estimates and po-
sition errors. We propose a modification to the standard
SLAM algorithm in which the assumption that the robots
can obtain metric distance/bearing information to landmarks
is relaxed. Instead, the robot registers a distinctive sensor
“signature”, based on its current location, which is used
to match robot positions. In our formulation of this non-
linear estimation problem, we infer implicit position mea-
surements from an image recognition algorithm. We pro-
pose a method for incrementally building topological maps
for a robot which uses a panoramic camera to obtain im-
ages at various locations along its path and uses the features
it tracks in the images to update the topological map. The
method is very general and does not require the environment
to have uniquely distinctive features. Two algorithms are im-
plemented to address this problem. The Iterated form of the
Extended Kalman Filter (IEKF) and a batch-processed lin-
earized ML estimator are compared under various odometric
noise models.
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1 Introduction

Solving the Simultaneous Localization and Mapping
(SLAM) problem for small, resource-limited robots means
doing so without the aid of good odometric estimates and
accurate metric range sensors. This causes a problem for
traditional solutions to the SLAM problem which typically
require one or both of the above. The motivating factor for
this research is the necessity of doing SLAM on custom
miniature robots, called Scouts (Rybski et al. 2002) (Fig. 1),
that our research group has developed.

We propose a modification to the standard SLAM algo-
rithm in which we relax the assumption that the robots can
obtain metric distance and/or bearing information to land-
marks. In this approach, we obtain purely qualitative mea-
surements of landmarks where a location “signature” is used
to match robot pose locations. Landmarks correspond to
sensor readings taken at various (x, y) positions along the
path of the robot. This is a divergence from most SLAM
approaches where landmarks represent specific objects of a
known type in the environment such as edges, corners, and
doors.

In this paper, we describe two methods to solve this par-
ticular variation of the SLAM problem. The first is an on-
line method by which the Iterated form of the Extended
Kalman Filter (IEKF) processes all measurements, includ-
ing both actual odometric and inferred relative positions
(cf. Sect. 3.2), and estimates the coordinates of the locations
where images were recorded along the trajectory of the ro-
bot. In this method, landmarks correspond to images taken at
various (x, y) positions of the robot. The second method is
a batch-processed linearized ML algorithm which addresses
some of the shortcomings of the IEKF method. The IEKF
method has the advantage of being able to run in real-time
and produce an estimate as the robot navigates around the
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Fig. 1 Scouts, due to their small size (11 cm long and 4 cm diameter),
are limited to a monocular camera as their only exteroceptive sensor.
Their limited on-board computing capabilities also make them totally
dependent on a wireless proxy-processing scheme in which off-board
run the software necessary to handle behavior control as well as the
processing of the robot’s video data. The Scout used in this work is
fitted with an upward-facing Omnitech 190◦ fisheye lens. The lens
provides 360◦ horizontal field of view around the robot, effectively
functioning as an omnicamera. The robot is 11 cm long and 4 cm in
diameter

environment. The ML algorithm has the advantage of hav-
ing all of the data to process at once. This tends to produce
robust estimates as it is capable of handling the nonlinear-
ities in the system in an iterative and more robust fashion
(i.e. all Jacobians are computed at each iteration using the
new improved state estimate).

This remainder of this paper is organized as follows: Re-
lated work is described next in Sect. 2. Sections 3 and 4
describes the Extended Kalman Filter estimator and Batch
Maximum Likelihood estimators, respectively. Experimen-
tal results are shown in Sect. 5 and the paper is summarized
in Sect. 6.

2 Related work

The Extended Kalman Filter has been used for localiz-
ing (Leonard and Durrant-Whyte 1991) and performing
SLAM (Smith et al. 1990) on mobile robots for at least a
decade. Our approach differs from traditional EKF estima-
tors in that we do not have the ability of resolving specific
geometric information about the landmarks we observe in
our environment. Instead, the landmark positions are explic-
itly coupled to the position of the robot.

In previous implementations of SLAM algorithms, it is
frequently assumed that the robot is able to measure its
relative position with respect to features/landmarks (Dis-
sanayake et al. 2001; Neira and Tardós 2001) or obsta-
cles (Thrun et al. 1998) in the area that it navigates. This

implies that the robot carries a distance measuring sensor
such as a sonar or a laser scanner. The algorithms described
in this work are designed for robots that have no such sensor
modality.

Bayesian methods have also been used for mobile ro-
bot localization (such as Markov Localization) and map-
ping (Thrun et al. 1998) where the modes of arbitrary ro-
bot pose distributions are represented in a discretized grid.
Statistical methods such as Monte Carlo localization (Thrun
et al. 2000) use sampling techniques to more quickly esti-
mate the distribution of possible robot poses. Most recently,
a method of factoring complex joint probability distribu-
tions, known as Rao-Blackwellization (Murphy and Rus-
sell 2001), has been employed for stochastic robot mapping
and localization in an algorithm called FastSLAM (Mon-
temerlo et al. 2003). Distributed and hierarchical factoriza-
tions for the particles in a map have also been proposed (Eli-
azar and Ronald 2006). In general, all of these methods typ-
ically use very accurate sensors and/or robots with very ac-
curate odometry that allow them to resolve accurate maps
over large distances.

In contrast to explicit metric-based methods, more quali-
tative methods such as topological maps of nodes have been
used as well (Shatkay and Kaelbling 1997; Choset and Na-
gatani 2001). Of special note is the research into cognitive
spatial representations suggested by Ben Kuipers (1978) in
the Semantic Spatial Hierarchy (SSH) (Kuipers and Byun
1991; Remolina and Kuipers 2004). Locations are explicitly
designated by distinctive (but not necessarily unique) sensor
signatures. Our work is inspired by the SSH philosophy and
attempts to wrap it into a more formal and robust represen-
tation using the maximum likelihood techniques. Another
closely related area of research is the use of sensor “fin-
gerprints” of places for robot navigation (Tapus and Sieg-
wart 2006). This approach illustrates an elegant technique
by which a robot can build a map and disambiguate similar
locations through the use of a POMDP. In contrast, the ap-
proach described in this paper uses a maximum likelihood
algorithm and a very rich location sensor signature repre-
sentation to help disambiguate similar locations.

Stochastic sampling techniques for searching through the
space of stochastic maps have recently been proposed us-
ing MCMC (Ranganathan and Dellaert 2005) as well as a
Rao-Blackwellized (factored) Particle Filter (RBPF) (Ran-
ganathan and Dellaert 2006) techniques. The SSH and other
approaches, such as reported in Jefferies et al. (2003), merge
metric with topological approaches in order to take the best
aspects of both worlds.

Physics-based models that involve spring dynamics have
been used quite effectively to find minimum energy states
in topological map structures (Duckett et al. 2000; Howard
et al. 2002). In previous work (Rybski et al. 2005), we de-
scribe an ad-hoc physics-based method that uses spring and
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mass dynamics to minimize the energy of the topological
map. We have had some success with these methods but
have found that the parameter choices for the models tend
to be very important and that numerically solving for the set
of non-linear equations can be unstable. Recently, a method
using stochastic gradient descent has been proposed for loop
closure in very high-dimensional datasets that appears very
promising in both numerical accuracy as well as computa-
tional speed (Olson et al. 2006).

Spatial reasoning algorithms that make use of visual in-
formation for landmarks typically fall into two major cat-
egories in terms of the features that are extracted. In the
first of these two categories, specific features are extracted
from each image and are used as a “signature” of the lo-
cation where that image was taken. In the second category,
the entire image is treated as a single high-dimensional fea-
ture.

Examples of the first category include (Sim and Dudek
2001; Košecká and Li 2004; Briggs et al. 2006) where the
SIFT (Lowe 1999) feature detector is used to identify “land-
marks” in the images that are used as the input to a proba-
bilistic representation of the robot’s position. In Ulrich and
Nourbakhsh (2000), image signatures captured from an om-
nidirectional camera are used to construct a topological map
of an environment by generating histograms of the RGB and
HSV (Hue, Saturation, and Value) components. In Tapus
et al. (2004), visual landmark information is extracted and
used as a signature in a formalism called Bayesian Pro-
gramming (a generalization of Bayesian Networks, Murphy
2002) for localization of the robot. In Newman et al. (2006),
visual recognition of landmarks that are used for the iden-
tification of loop closure is used to augment a laser-based
SLAM approach. Structure From Motion (SFM) algorithms,
such as described in Dellaert and Stroupe (2002), compute
the correspondences between features extracted from multi-
ple images to estimate the geometric shape of landmarks as
well as to estimate the robot’s pose. However the applica-
bility of this algorithm is conditioned on the existence of
a sufficient number of uniquely identifiable individual fea-
tures along the trajectory of the robot.

Examples of the second category include (Porta and
Kröse 2005) where subspace methods are used to map the
images to a much lower-dimensional manifold. In Grudic
and Mulligan (2005), a spectral-clustering-like algorithm
is proposed which clusters the images to appropriately de-
scribe the topology of the map. In practice, our vision sys-
tem could be replaced by any other kind of sensor modality.
The sensor models that we use abstract the specifics of the
sensor and create instead a boolean sensor abstraction layer
which can report whether the robot has re-visited a loca-
tion.

In contrast to these previous approaches, our approach is
especially suited for use on small mobile robots where the

computational power and/or the communications bandwidth
between sensor and processors is very low. In our particu-
lar implementation, we make use of a feature detection and
tracking algorithm (KLT, Lucas and Kanade 1981; Tomasi
and Kanade 1991) to visually identify a set of sparse distin-
guishing features in an omnidirectional image captured from
the robot’s camera. This feature set becomes a “signature”
that is used to determine whether the robot has completed a
cycle in its path. These intersections become “landmarks” in
the robot’s map and serve as constraints that help to correct
for accumulated odometric error in the robot’s estimated tra-
jectory.

3 Extended Kalman filter estimator

This section describes how an Extended Kalman filter (EKF)
estimator for an appearance-based mapping system can be
derived. As described previously, such a system uses an en-
vironmental sensor that neither relies on any specific type
of features, nor takes distance measurements to landmarks.
Such a sensor determines a signature for distinct locations
along the robot’s path, stores the signature and the estimated
pose of the robot at that time instant, and finally retrieves
that information once the robot revisits the same area. Deter-
mining whether the robot is at a certain location for a second
time is the key element for providing positioning updates.
By correlating two scenes, a relative position measurement
can be inferred and be used to update both the current and
previous (at locations visited in the past) pose estimates for
the robot.

3.1 Propagation equations

The Extended Kalman filter uses a model of the robot kine-
matics to compute an estimate of the robot’s position at dis-
crete timesteps. Associated with this state estimate is a co-
variance matrix which represents the uncertainty in the ro-
bot’s position estimates over time. Our model of robot mo-
tion consists of a 3D pose vector (x, y,φ) (2D pose and ori-
entation). Our derivation of the EKF is based on an indirect
model where which uses error-state propagation (Maybeck
1982). The relevant details of the propagation equations are
provided here for completeness. For further details of the
derivation, please refer to Rybski (2003).

The measured linear (Vm) and angular velocity (ωm) are
used to recursively update the robot’s pose at discrete time
steps as shown in the following equation:

x̂r (k + 1) = x̂r (k) + Vm(k)δt cos φ̂r (k), (1)

ŷr (k + 1) = ŷr (k) + Vm(k)δt sin φ̂r (k), (2)

φ̂r (k + 1) = φ̂r (k) + ωm(k)δt. (3)
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The linearized discrete-time error-state propagation
equation in global coordinates is the difference between the
estimated state and the (unknown) true state:

⎡
⎣

x̃r

ỹr
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With each motion, the state vector is propagated accord-
ing to these equations. Odometric errors will continuously
decrease the quality of the robot’s estimate which will in-
crease the robot’s position uncertainty. The covariance prop-
agation takes place at time k + 1 but at this point, the robot
has not made a new observation with its sensors since time k.
This dual time index is represented by the notation k + 1|k.
The equation for the propagation of the robot’s position er-
ror covariance matrix at time k + 1|k is:

PR(k + 1|k) = E[X̃(k + 1)X̃T (k + 1)]
= ΦR(k)PR(k|k)ΦT

R (k) + GR(k)QRGT
R(k).

(7)

The QR matrix from the state error covariance propa-
gation in (7) represents the noise covariance of the robot’s
translational and rotational velocity. For a differentially-
driven robotic platform such as the Scout, where linear and
rotational velocities are a function of the left vl and right vr

wheel speeds, i.e. Vm = (vl+vr )
2 , ωm = (vl−vr )

α
, this matrix is
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where σvl
and σvr are the standard deviations of the wheel

speed noises and α is the length of the wheelbase. As can
be seen, the linear and rotational velocities are correlated as
long as the standard deviations of the linear and rotational
velocity are non-zero and not equal.

The 2D pose (x, y) of the landmarks must also be es-
timated when mapping and so these quantities must also
be integrated into the state vector. Unlike the robot, the
coordinates of the landmark locations XLi

do not change
over time. Thus the full state vector X contains all of the
poses to be estimated of the robot XR along with all the
landmarks XLi

. The error-state propagation and covariance
equations are the same form as (5) and (7), respectively, but
where the state vector and covariance matrix are of dimen-
sion N + 1 where N is the number of landmarks.

3.2 Update equations

If the robot were to only propagate its state estimates and
corresponding covariance using the above equations, the co-
variance would increase without bounds. To correct for odo-
metric errors and to reduce the uncertainty, the robot must
take sensor readings and compare those with the expected
ones given the current state estimates.

For appearance-based mapping, a sensor modality is pre-
ferred that neither relies on any specific type of features, nor
requires distance measurements. Using the robot’s sensor, a
unique visual signature for distinct locations along the ro-
bot’s path can be obtained. These signatures are associated
with the estimated pose of the robot at that time instant, and
can be retrieved once the robot revisits the same area. Deter-
mining whether the robot is at a certain location for a second
time is the key element for providing positioning updates.
By correlating any two scenes, we can infer a relative posi-
tion measurement and use it to update both the current and
previous pose estimates (at locations visited in the past) for
the robot. This in effect will produce an accurate map of dis-
tinct locations within the area that the robot has explored. In
effect, the landmarks that the robot detects explicitly repre-
sent the specific locations that the robot has visited.

Every time the robot takes an image of its surround-
ings, it employs an algorithm to determine whether the sen-
sor reading corresponds to a previously seen locations XLi

,
or to a novel location XLj

. We use the above notion of
an appearance-based sensor model (more thoroughly de-
scribed in Rybski et al. 2005) and define the sensor reading
to be:

Zi(k + 1) = 02×1 + Nzi
(k + 1)

= RXLi
+ Nzi

(9)

where RXLi
is the landmark’s state vector in the robot’s co-

ordinate system R, and Nzi
(k + 1) is Gaussian measure-

ment noise. The 02×1 value is an inferred sensor reading
which reflects the robot’s assertion that its physical location
directly corresponds to the sensor reading. That is, the only
way the robot could receive this sensor reading is if RXR

is the same location as RXLi
. The robot is assumed not to
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have any other way to measure distances to landmarks and
so any erroneous displacement in this reading is captured by
the noise term Nzi

(k + 1).
The inferred and estimated sensor readings are:

Zi = G
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− pR) + Nzi
, (10)
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]
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is the rotation matrix that relates the orientation of the frame
of reference R on the robot with the global coordinate frame
G. By subtracting the true sensor reading from the estimated
sensor reading, the linearized measurement error is com-
puted as:

Z̃i = Zi − Ẑi
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Adding entries for all of the variables, the full equation is
expressed as:
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The Hi matrix is used to update the state estimate for
the pose of the robot XR and the positions of the landmarks
XLi

every time an image is recorded. The remaining update
equations are:

r(k + 1) = Z(k + 1) − Ẑ(k + 1), (15)

S(k + 1) = H(k + 1)P (k + 1|k)HT (k + 1)

+ R(k + 1), (16)

K(k + 1) = P(k + 1|k)HT (k + 1)S−1(k + 1), (17)

X̂(k + 1|k + 1) = X̂(k + 1|k) + K(k + 1)r(k + 1), (18)

P(k + 1|k + 1) = P(k + 1|k)

− K(k + 1)S(k + 1)KT (k + 1). (19)

The difference between the measured and estimated sen-
sor reading in (15) is called the residual. The covariance ma-
trix of the residual is shown in (16). These two values are
used to compute the Kalman gain (which affects how much
to change the state vector based on the correction required)
in (17) which is used to update the state vector and state
covariance in (18) and (19), respectively.

3.2.1 Iterative extended Kalman filter

Since the accuracy of this update depends on the accuracy
of the linearization, we employ the Iterated form of the Ex-
tended Kalman Filter (IEKF) (Gelb 1994; Maybeck 1982).
First, the IEKF linearizes the measurement equation (13)
around the current estimate X(k + 1|k) of the state and cal-
culates the updated state estimate X̂(k +1|k +1) using (15),
(16), (17), (18). Then, the filter resets X(k + 1|k) to this
updated value and the same process is repeated until it con-
verges (the rate of change in the state estimate drops below a
preset threshold). The state covariance P(k + 1|k) is not up-
dated with (19) until after the state estimate has converged.

3.3 Simulation experiment

This method was tested on a simulated Scout robot. The
standard deviation of the estimated wheel encoder error was
1.4 cm/s. The true path of the simulated robot is shown in
Fig. 2(a) as a square that is traversed twice. Sensor snapshots
are taken roughly every 0.5 m as the robot traverses the path.
The first time around the loop, the robot is essentially in an
exploration mode. Each landmark that it observes is unique
and thus, it adds the estimated positions of those landmarks
(i.e. robot positions where the images were taken) directly
to the state vector. Since the robot has no other information
on those landmarks, the first sighting is the best informa-
tion available. The second time around the loop, the robot
re-discovers the landmarks that it saw on its first pass. If the
Kalman update procedure is used, the odometric error in the
robot’s position will be reduced. In addition to correcting
the current position estimate, each of the previous landmark
positions will also be corrected. If no update step is done,
as shown in Fig. 2(b), the robot’s path estimate will be very
poor and multiple positions will exist for the same landmark.

As the robot moves through the environment without any
sensor updates, the certainty in its odometric estimate be-
comes increasingly worse. The covariance of the robot’s po-
sition with no landmark corrections is shown in Fig. 3.
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Fig. 2 True and estimated (corrupted by odometric error) paths for
the simulation experiments. The path starts from the lower left, moves
counter-clockwise, and is traversed twice. Sensor readings are taken at

the corners of the square and at the midpoints of each path leg. The
scale is in meters

In contrast, Fig. 4 shows the landmark positions and po-
sition uncertainty of each location after correction by corre-
lating the robot’s position with the sensor readings. After the
initial path around the cycle, the first subfigure (timestep 71)
shows the large uncertainty accumulated in the robot’s po-
sition. At timestep 72, the first update step is done and the
uncertainty is greatly diminished. This is mostly due to the
small covariance of the sensor reading vs. the large covari-
ance of the robot’s odometric propagation. After propagat-
ing to timestep 86, the error covariance of the robot’s path
estimate (shown as a dashed line) has generated a some-
what substantial error. This error is once again diminished in
timestep 87 when another previously-seen landmark is ob-
served.

Figure 5 illustrates how the estimated landmark positions
are improved by using the IEKF and how the sensor resid-
ual (the error between estimated and true sensor reading)
improves with respect to the 3σ upper and lower bounds of
the residual covariance estimates.

4 Batch maximum likelihood estimator

The EKF is a recursive “real-time” estimator which process-
es each sensor reading as it arrives. An alternative approach
is to wait until all of the sensor readings have arrived and
then process all of the data at once. This section describes

how to formulate such a batch maximum likelihood (ML)
estimator as a summation of cost functions that must be min-
imized.

Two separate cost functions must be defined. The first
cost function represents the odometric estimate of the ro-
bot’s pose and is described as:

(yi − hyi
(X))T P −1

i (yi − hyi
(X)) (20)

where yi is a vector that describes the measured displace-
ment between the previous position measured at time i − 1
and the current position measured at time i. The function
hyi

(X) computes the predicted displacement of the robot
given the current state vector from time i − 1 to time i. The
covariance of this measurement is Pi .

As described in the previous section, the state vector of a
maximum likelihood estimator consists of all of the neces-
sary parameters to solve for. For the case of a mobile robot
moving on a 2D surface, the variables represent individual
locations to which the robot has traveled. In the previous
section, this was the set of sensor readings S. It was also
assumed that the robot only traveled to D distinct locations
and that |D| < |S|. This assumption is not quite true since
while the robot may have traveled near the same location
several times, those exact positions of the robot were not
completely identical. That means that simply merging the
nodes as was done previously will not provide the most ac-
curate estimate. Thus, S and D will have the same number
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Fig. 3 Propagation of uncertainty as the robot traverses its environ-
ment. No Kalman update step is done and so multiple positions ex-
ist for each landmark measurement and the position estimate becomes

progressively worse with each step. Each subfigure represents the lo-
cation where the robot has taken a sensor reading. The 3σ region of
uncertainty is shown surrounding the robot’s estimated position
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Fig. 4 Propagation of uncertainty as the robot traverses its environ-
ment with Kalman update correction. Each pair of images shows the
estimated position of the robot with uncertainty the timestep before
and after the sensor reading was taken and the landmark positions

were correlated. The estimated path of the robot just before the update
is drawn with a dashed ellipse. The 3σ region of uncertainty is shown
surrounding the robot’s estimated position as a solid ellipse
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Fig. 5 The effect of different numbers of iterations in the update step
of the IEKF. The plots show the sensor residual r = z − ẑ and the 3σ

upper and lower bounds of the residual covariance S. The plots are

of the x position of the robot. The y position (not shown) has similar
characteristics. These residuals are all for landmark positions that have
been visited a second time

of elements and the cost function associated with the sensor
readings is:

(zi − hzi
(X))T R−1

i (zi − hzi
(X)). (21)

In the sensor cost function, zi is a vector that describes
the measured displacement between a position measured
previously at time j (not limited to time i − 1) and the cur-
rent position at time i. Using the notion of the appearance-
based sensor, the value of zi will always be 0 since the land-
marks correspond directly to the positions of the robot. The
function hzi

(X) computes the predicted displacement of the
robot given the current state vector from the previously-seen
location at time j to the current time i. The covariance of
this measurement is Ri .

As the robot discovers new landmarks, it adds their po-
sitions to the state vector and marks those variables as
the locations of the original sightings. When the robot re-
discovers a landmark, it also adds this position to its state
vector, but flags it as previously-seen. The sensor cost func-
tion in (21) always compares the current measured position
of a landmark against the first discovered position of that
landmark.

Combining the motion and sensor cost functions ((20)
and (21)), the complete cost function is:

∑
i

(yi − hyi
(X))T P −1

i (yi − hyi
(X))

+
∑
j

(zj − hzj
(X))T R−1

j (zj − hzj
(X)).

The number of motion cost function terms is the number
of sensor readings minus one, |S| − 1. The number of sen-
sor cost function terms corresponds to the number of non-
unique landmarks the robot has identified.

4.1 Linearized estimator

The non-linear nature of this problem, introduced by the
need to handle the rotational component of the robot, means
that finding the best solution can be analytically and compu-
tationally challenging. The method that we use for finding
the minimum solution is to linearize the system with a first-
order linear approximation such as a Taylor series expan-
sion. Thus, the sensor and motion measurement functions
take the form:

h(X) � h(X̂) + ∇Xh(X)|
X=X̂

(X − X̂)

� h(X̂) + H(X − X̂) (22)

where X is the true (unknown) state vector, X̂ is the robot’s
estimate of the state vector, and H is the Jacobian of the
cost function h. Expanding this equation for each of the cost
functions and taking the first derivative to solve for its mini-
mum, a recursive formulation of the estimator can be found
which is quadratic in X. To minimize the function with re-
spect to X, the first derivative is taken and the equations are
set to 0. This results in the following equation:

X = X̂ +
n−1∑
i=1

HT
yi

P −1
i Hyi

+
(

n∑
i=1

HT
zi

R−1
i Hzi

)−1 n−1∑
i=1

Hyi
P −1

i (yi − hyi
(X̂))

+
(

n∑
i=1

Hzi
R−1

i (zi − hzi
(X̂))

)
(23)

where the X̂ on the right-hand side of the equation is the ini-
tial estimate of the system (see Rybski 2003 for more details
about the derivation).
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The first value of this estimate can be obtained from the
robot’s raw odometry, if no other estimate is available. This
is a recursive form where the result from the left-hand side of
the equation is plugged back into the equation on the right-
hand side. This first-order linear approximation of the mea-
surement function is only valid for small errors in the esti-
mate of X. As the equations are iterated, the state estimate
will continue updating until it converges to a stable solution.

The derivations of the cost functions for the odometry
propagation and place sensor measurements are described
below:

4.1.1 Odometry propagation measurement

The measurement function for the displacement estimates
between subsequent nodes based on their odometry is de-
fined as:

hyi
(X) =

[G
RCT (φr) 02x1

01x2 1

]
(XLi

− XLi−1) (24)

where XLi
= [xi yi φi]T and XLi−1 = [xi−1 yi−1 φi−1]T are

the positions of the robot at time i and i − 1, respectively,
and G

RC(φr) is the same as (12).
The first-order Taylor approximations of the odometry

measurement function is defined as:

ỹi = [
−CT (φ̂Li−1) −CT (φ̂Li−1)J (X̂Li

− X̂Li−1)
...

CT (φ̂Li−1) 02x1
][

X̃Li−1

X̃Li

]

=
[
HLi−1

... HLi

][
X̃Li−1

X̃Li

]

= Hyi

[
X̃Li−1

X̃Li

]
. (25)

X̃ is the error in the state estimate X̂. These expressions for
the error terms are only important for calculating the Jaco-
bian and are not used for any other part of the estimator.

4.1.2 Place sensor measurement

The measurement function for the estimated distance be-
tween two nodes based on the virtual place sensor’s reading
that are on the same location is defined as:

hzi
(X) = (Xpi

− Xpj
) (26)

where Xpi
= [xi yi]T and Xpj

= [xj yj ]T are the global 2D
poses of the robot’s position (orientation is not considered).
Orientations of these landmarks are not tracked as some sen-
sor modalities may not have an orientation associated with
their readings.

Likewise, the first-order Taylor approximations of the
place sensor is defined as:

z̃i =
⎡
⎣−1 0

... 1 0

0 −1
... 0 1

⎤
⎦

[
X̃pj

X̃pi

]

=
[
Hpj

... Hpi

][
X̃pj

X̃pi

]
(27)

= Hzi

[
X̃pj

X̃pi

]
. (28)

4.2 Simulation results

This estimator was run on the simulated data shown in
Fig. 6(b). Figure 7 shows plots of the covariance matrices
associated with each of the individual odometry readings
at each of the locations where sensor readings were taken.
Each odometric reading is considered to be independent of
each other and thus, the covariance matrices are only de-
fined between a single pair of sensor readings. Because of
the nonlinearities in the system, this ML algorithm must be
iterated several times until convergence. The convergence of
this algorithm also depends greatly upon the initial positions
of the nodes.

Figure 8 illustrates the multi-step process of how the lin-
earized ML estimator converges to a solution. The uncor-
rected odometric readings are used as the initial estimate
for the state vector. The iterative process was stopped when
the average landmark update per iteration dropped below
0.001 m. In this experiment, only four iterations of the al-
gorithm were necessary before the stopping condition was
reached. Because the algorithm is a closed-form solution,
the computational complexity is based on the time required
to invert the covariance matrix. This is order O(n3) where
n is the number of places the robot has traveled and taken a
sensor reading.

5 Experimental results

The miniature Scout robots were used as the experimental
platform for this work. Scouts, such as the one shown in
Fig. 1, are differentially-driven robots 11 cm long and 4 cm
in diameter. Because of the small size of the Scout, a camera
is the only extereoceptive sensor that is used. Video data is
transmitted from the robot to an off-board workstation for
processing as the robot’s on-board computers are insuffi-
cient to process its own video stream. All of the algorithms
described in this paper are executed on the off-board com-
puters and operate on the video data stream transmitted from
the robot.

For these experiments, a Scout robot was teleoperated
around an environment (in order to collect ground truth) and
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Fig. 6 True and estimated (corrupted by odometric error) paths for
the simulation experiments. The path starts from the lower left, moves
counter-clockwise, and is traversed twice. Sensor readings are taken at

the corners of the square and at the midpoints of each path leg. The
scale is in meters

Fig. 7 Uncertainty ellipses for each of the independent odometric
readings used by the linearized maximum likelihood estimator

image data was captured from its camera. In their original
design, the Scouts were equipped with forward-facing cam-
eras with a 65◦ field of view. For this work the Scout has
been equipped with an upward-facing 190◦ vertical/360◦

horizontal field of view lens from Omnitech Robotics (Om-
nitech Robotics 2002). An example image taken from this
camera and the corresponding de-warped image is shown in
Fig. 9.

In order to compute a signature for each location visited,
a set of features must be identified and extracted from the
image. However, in the most general case, the robot will
be required to explore a completely unknown environment
and as such, a specific feature detection algorithm chosen
ahead of time could fail to find a distinctive set of fea-
tures.

For this work, the Lucas-Kanade-Tomasi (KLT) feature
tracking algorithm is used to compare images to determine
the degree of match. The KLT algorithm consists of a reg-
istration algorithm that makes it possible to find the best
match between two images (Lucas and Kanade 1981) as
well as a feature selection rule which is optimal for the as-
sociated tracker under pure translation between subsequent
images (Tomasi and Kanade 1991). An implementation of
the KLT algorithm1 is used to identify and track features be-
tween successive images as a method for determining the
match between two images. KLT features are selected from
each of the images and are tracked from one image to the
next taking into account a small amount of translation for

1Originally developed by Stan Birchfield at Stanford University (KLT
1998).
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Fig. 8 Four steps in the convergence of the linearized maximum likelihood estimator. By the fourth step, the estimate has almost converged

each of the features. The degree of match is the number of
features successfully tracked from one image to the next.
A total of 100 features are selected from each image and
used for comparison. To take into account the possibility

that two panoramic images might correspond to the same
location but differ only in the orientation of the robot, the
test image is rotated through discrete angles (typically 16)
the best match is found. The 16 rotated images are gener-
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Fig. 9 A raw and de-warped
image taken from the Omnitech
190◦ lens

Fig. 10 The 100 best features
selected by the KLT algorithm
in the top image are shown as
black squares. The bottom
image shows how many features
were tracked from the top image
to the bottom image
(corresponding to a robot
translation of approximately
0.6 m)

ated and cached when each new image is found. This oper-
ation only takes a few seconds per image on a 2.3 GHz Intel
Pentium-M processor. Figure 10 shows the 100 best features
identified in an image and shows how many of those features
are successfully tracked to the lower image.

This approach is similar in flavor to Lowe (1999) in that
the image is reduced in resolution for the sake of rapid
matching. In that work, a pyramid structure involving sev-
eral levels of dimensionality reduction is created from each
image and different images are matched from the lowest res-
olution to the highest. In our case, the KLT features serve as
a single level of “dimensionality reduction” that is used for
matching one image with the next.

It is important to note that no attempt is made to track the
features over multiple frames of video. This technique does
not attempt to compute structure from motion on this data
primarily because the algorithms described in this research
will ultimately be run on robots that do not have real-time
video processing capability.

While mapping, the mobile robot travels around an un-
known area and stores images from its camera. KLT is used
to compare images recorded at different locations along the

trajectory of the robot. When the received image does not
match a previously recorded one, it is assumed that this lo-
cation is novel and is added to the state vector of landmarks.
This constitutes an exploration phase where the robot cre-
ates its world model. The rate at which images are collected
can either be uniform based on the robot’s odometry, or it
can be data-driven. In general, sensor readings are only nec-
essary at points where a noticeable change in the number of
matched features is detected. When the robot encounters an
image which matches one that was previously seen, it con-
siders these features to be the same and corrects its estimate
of the landmark position.

The KLT algorithm and omnicamera setup are treated as
a “virtual sensor” that returns true or false as to whether the
robot has returned to a location that it has visited before.
This information is given to the estimators and a relative
position measurement Z = 02×1 + Nz between the current
position of the robot and that of the same location visited
in the past is inferred. The accuracy of this measurement is
inferred by the locus of points (forming an ellipsoid) around
a location, with the characteristic that the images recorded
at each of them are considered identical by the KLT. The
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parameters of the ellipse are computed empirically by how
far the robot has to move from a particular location before
the signature match fails.

Once a set of sensor readings are found to match, the
physical (x, y) location of the robot is stored as a landmark
in the state vector. This is different from other mapping ap-
proaches whereby specific objects in the environment are
stored as landmarks. In our approach, the features identi-
fied in the image are only used for finding the correlation
between images rather than being used to identify the po-
sitions of structure in the environment. The visual informa-
tion is abstracted away to a boolean function which returns
whether the robot has returned to the same location. Thus,
only the robot’s position where those sensor signatures line
up is used as a landmark in the state vector.

The image matching algorithm is the most computation-
ally expensive part of the mapping process. Finding the
100 best KLT features in an 1507 × 240 pixel image on
a 2.3 GHz Intel Pentium-M processor takes approximately
0.7 seconds. Tracking these features between one image
and the next takes approximately 0.8 seconds. Because this
process is repeated for each of the 16 different rotated im-
ages for a given location each new image must be compared
against the history. As such, this algorithm will not run in
real time for large numbers of stored images. However, due
to the proxy-processing nature of the Scout robot, the im-
age processing algorithm can be offloaded to any number of
available off-board computers to help speed up the process
through parallel processing of the image data.

5.1 Office environment experiment

The robot was moved around an environment in a path that
intersected itself five times and an image was taken from the
camera roughly every 0.3 m. The robot’s path is shown in
Fig. 11.

The KLT algorithm was used to track features between
each pair of images in order to find locations where the ro-
bot’s path crossed itself. Figure 12(b) shows the true path

of the robot and the locations where the path crossed itself
and landmarks were thus observed. Figure 12(a) shows the
estimated path of the robot as computed by the robot’s noisy
odometry readings. The estimated landmark positions ob-
served during the run are shown as well. This figure does
not assume that any sensor updates were made.

The different estimators were run on this dataset in order
to compare their relative performances. The average Euclid-
ean error between the estimated positions and ground truth
is shown in Table 1.

5.2 Comparison of estimators with varying noise models

A series of synthetic paths were generated from the above
data set and used to test the performance of each of the es-
timators using different odometric noise models. The simu-
lated odometric noise ranged from a standard deviation of
10 deg/s to 120 deg/s in encoder error (in 10 deg incre-
ments). A set of 100 robot paths were created for each noise
variance setting. For each path, both of the robot’s wheel
encoders was corrupted by noise drawn from a distribution
with the same variance.

Figure 13 shows the results of the different estimators
on paths affected by increasing levels of odometric error.
The linearized ML estimator had the least amount of error in
the placement of the landmarks. The performance of IEKF
estimator was equivalent to linearized ML up to an error of
around 50 deg/s but rapidly diminished in accuracy as the
odometric errors increased.

Table 1 Average Euclidean error for the five landmarks generated in
for the experiments using images and odometry captured from a real
robot

Estimator algorithm IEKF Batch ML

Average Euclidean error 0.171 m 0.092 m

Fig. 11 The path of the robot
through the office environment
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Fig. 12 Real world experiments in an indoor environment (scale is in meters). Landmarks in the true path occur wherever there is an intersection
in the path. Positions in the path are labeled chronologically

Fig. 13 Comparison of the means and standard deviations of the two estimators on datasets with varying degrees of encoder error. Standard
deviation of errors ranged from 10 deg/s to 120 deg/s

5.3 Data association

In the previous experiments, the office was cluttered enough
such that 100 KLT features were sufficient to disambiguate
all of the locations where the robot visited. A set of 320
images was taken at 0.3 m intervals in the office environ-
ment used for these experiments. Figure 14 shows a plot of
the Euclidean distance estimate between each pair of loca-
tions as a function of the number of features that the KLT
algorithm can track between the respective images. As can
be seen, until the number of features tracked drops between
40–50, the likelihood that the two images are within 0.5 m

of each other is extremely high. With fewer features, it be-
comes extremely hard to tell whether a location is the same
or not. In this graph, there were no values of matched fea-
tures of 60 and higher. A match of 100 features would indi-
cate that the robot was in exactly the same location.

In a feature and texture-rich environment such as an of-
fice or a home, we have found that perceptual aliasing is
not that much of a problem. Finding and tracking such a
large collections of KLT features ensures that each location
is unique. However, in environments that do not have unique
sets of features, such as in sparse corridors, locations will
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Fig. 14 Comparison of the number of features tracked vs. the Euclid-
ean distance between locations where the features were obtained

become more ambiguous and a mechanism for handling im-
properly matched images will be needed.

6 Summary

Localization and mapping is a challenge for all mobile ro-
bots. Existing methods which work well on large robots
do not necessarily scale well as the size of the robot de-
creases. Sensors typically used in mapping algorithms, such
as sonars, laser, and stereo camera pairs, are not appropri-
ate for many miniature robots. Additionally, odometric esti-
mates tend to get worse as the robot becomes smaller since
its wheels are likely to slip more as well as being severely
affected by distortions in the surface that it travels over.

A method for performing localization and map construc-
tion with sensor-poor robots has been proposed in which
several maximum likelihood-based estimators, such as batch
methods and the recursive Kalman filter, have been formu-
lated to relax the assumption that our sensors return met-
ric distance information to landmarks. To accomplish this,
a conventional sensor modality is converted into a “virtual
sensor” which is used to determine whether the robot has
returned to a location that it has visited before. Using this
methodology, landmarks are designated by their sensor sig-
natures and indicate locations the robot has visited. The vir-
tual sensor is both the strength and the weakness of the
method as it allows correlations to be found between lo-
cations that the robot has visited, but global metric infor-
mation, such as orientation, can be difficult to capture. As
shown in the experimental results, the local structure of the
landmarks can be recreated, but there can be global mis-
alignments in rotation that can be corrected by incorporating
additional information such as the known global position of

one of the landmarks. The effectiveness of this algorithm has
been illustrated on simulated and real world data.

Experimental results are presented throughout this paper
both in simulation and using a miniature mobile robot with
an omnicamera in an indoor office environment. As it tra-
verses the environment, the robot’s path is reconstructed us-
ing the estimators developed in this work and the results are
compared. The results demonstrate that both these estima-
tors are capable of reducing the error in the robot estimates
of its path even when the odometry is very poor and the
only sensory information available is in the form of loca-
tion signatures. Furthermore, our studies show that the lin-
earized maximum likelihood estimator produces the best re-
sults. The Kalman filter is fairly close in estimate quality un-
til the robot’s odometric error exceeds a threshold at which
point the estimation quality of the Kalman filter decreases
significantly.
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Howard, A., Matarić, M. J., & Sukhatme, G. S. (2002). Localization
for mobile robot teams using maximum likelihood estimation. In
Proceedings of the IEEE/RSJ international conference on intelli-
gent robots and systems, EPFL Switzerland, September 2002.

Jefferies, M. E., Weng, W., Baker, J. T., Cosgrove, M. C., & Mayo, M.
(2003). A hybrid approach to finding cycles in hybrid maps. In
Australasian conference on robotics and automation.



Auton Robot (2008) 24: 229–246 245

KLT. (1998). An implementation of the Kanade–Lucas–Tomasi feature
tracker. http://robotics.stanford.edu/~birch/klt/.

Košecká, J., & Li, F. (2004). Vision based topological Markov local-
ization. In Proceedings of the IEEE international conference on
robotics and automation (pp. 1481–1486).

Kuipers, B., & Byun, Y.-T. (1991). A robot exploration and mapping
strategy based on a semantic hierarchy of spatial representations.
Journal of Robotics and Autonomous Systems, 8, 47–63.

Kuipers, B. J. (1978). Modeling spatial knowledge. Cognitive Science,
2, 129–153.

Leonard, J. J., & Durrant-Whyte, H. F. (1991). Mobile robot localiza-
tion by tracking geometric beacons. IEEE Transactions on Robot-
ics and automation, 7(3), 376–382.

Lowe, D. G. (1999). Object recognition from local scale-invariant fea-
tures. In Proceedings of the seventh IEEE international confer-
ence on computer vision (pp. 1150–1157).

Lucas, B. D., & Kanade, T. (1981). An iterative image registration tech-
nique with an application to stereo vision. In Proceedings of the
international joint conference on artificial intelligence (pp. 674–
679).

Maybeck, P. S. (1982). Mathematics in science and engineering:
Vols. 141–142. Stochastic models, estimation and control. New
York: Academic Press.

Montemerlo, M., Thrun, S., Koller, D., & Wegbreit, B. (2003). Fast-
SLAM 2.0: An improved particle filtering algorithm for simulta-
neous localization and mapping that provably converges. In Pro-
ceedings of the sixteenth international joint conference on artifi-
cial intelligence (IJCAI), Acapulco, Mexico.

Murphy, K. (2002). Dynamic Bayesian networks: representation, infer-
ence and learning. PhD thesis, UC Berkeley, Computer Science
Division, July 2002.

Murphy, K., & Russell, S. (2001). Rao–Blackwellised particle filtering
for dynamic Bayesian networks In A. Doucet, N. de Freitas, & N.
Gordon (Eds.), Sequential Monte Carlo methods in practice. New
York: Springer.

Neira, J., & Tardós, J. (2001). Data association in stochastic mapping
using the joint compatibility test. IEEE Transactions on Robotics
and Automation, 17(6), 890–897.

Newman, P., Cole, D., & Ho, K. (2006). Outdoor slam using visual
appearance and laser ranging. In Proceedings of the IEEE inter-
national conference on robotics and automation (pp. 1180–1187),
Orlando, FL, USA, May 2006.

Olson, E., Leonard, J., & Teller, S. (2006). Fast iterative optimiza-
tion of pose graphs with poor initial estimates. In Proceedings
of the IEEE international conference on robotics and automation
(pp. 2262–2269).

Omnitech Robotics International, LLC. (2002). ORIFL190-3: 190 de-
gree field of view fisheye lens for 1/3” image sensor cameras. 2640
South Raritan Circle, Englewood, CO, 80110.

Porta, J. M., & Kröse, B. J. A. (2005). Appearance-based concurrent
map building and localization. Robotics and Autonomous Sys-
tems, 54(2), 2005.

Ranganathan, A., & Dellaert, F. (2005). Data driven MCMC for
appearance-based topological mapping. In Proceedings of robot-
ics: science and systems, Cambridge, USA, June 2005.

Ranganathan, A., & Dellaert, F. (2006). A Rao–Blackwellized particle
filter for topological mapping. In Proceedings of the IEEE inter-
national conference on robotics and automation (pp. 810–817).

Remolina, E., & Kuipers, B. (2004). Towards a general theory of topo-
logical maps. Artificial Intelligence, 152(1), 47–104.

Rybski, P. E. (2003). Building topological maps using minimalistic
sensor models. PhD thesis, The University of Minnesota, Min-
neapolis, July 2003.

Rybski, P. E., Stoeter, S. A., Gini, M., Hougen, D. F., & Papanikolopou-
los, N. (2002). Performance of a distributed robotic system using
shared communications channels. IEEE Transactions on Robotics
and Automation, 22(5), 713–727.

Rybski, P., Zacharias, F., Gini, M., & Papanikolopoulos, N. (2005).
Using visual features for building and localizing within topolog-
ical maps of indoor environments. In S. Patnaik, L. C. Jain, &
S. G. Tzafestas (Eds.), Innovations in robot mobility and control
(Vol. 8, pp. 251–271). Berlin: Springer.

Shatkay, H., & Kaelbling, L. (1997). Learning topological maps with
weak local odometric information. In Proceedings of the fifteenth
international joint conference on artificial intelligence (pp. 920–
927). San Mateo: Kaufmann.

Sim, R., & Dudek, G. (2001). Learning environmental features for pose
estimation. Image and Vision Computing, 19(11), 733–739.

Smith, R., Self, M., & Cheeseman, P. (1990). Estimating uncertain spa-
tial relationships in robotics. In I. J. Cox, & G. T. Wilfong (Eds.),
Autonomous robot vehicles (pp. 167–193). Berlin: Springer.

Tapus, A., & Siegwart, R. (2006). A cognitive modeling of space using
fingerprints of places for mobile robot navigation. In Proceedings
of the IEEE international conference on robotics and automation
(pp. 1188–1193), Orlando, FL, USA, May 2006.

Tapus, A., Ramel, G., Dobler, L., & Siegwart, R. (2004). Topology
learning and place recognition using Bayesian programming for
mobile robot navigation. In Proceedings of the IEEE/RSJ interna-
tional conference on intelligent robots and systems, Sendai, Japan,
September 2004.

Thrun, S., Burgard, W., & Fox, D. (1998). A probabilistic approach to
concurrent mapping and localization for mobile robots. Machine
Learning, 31, 29–53.

Thrun, S., Fox, D., Burgard, W., & Dellaert, F. (2000). Robust Monte
Carlo localization for mobile robots. Artificial Intelligence, 101,
99–141.

Tomasi, C., & Kanade, T. (1991). Detection and tracking of point fea-
tures (Technical report). School of Computer Science, Carnegie
Mellon University, April 1991.

Ulrich, I., & Nourbakhsh, I. (2000). Appearance-based place recogni-
tion for topological localization. In Proceedings of the IEEE inter-
national conference on robotics and automation (pp. 1023–1029),
San Francisco, CA, April 2000.

Paul E. Rybski is a Systems Scientist in The
Robotics Institute at Carnegie Mellon Univer-
sity. He received his Ph.D. and M.S. in com-
puter science and engineering from the Univer-
sity of Minnesota in 2003 and 2001, respec-
tively. He received an interdisciplinary B.A. in
mathematics/computer science from Lawrence
University in 1995. His research interests in-
clude distributed sensing and state estimation
algorithms for teams of mobile robots, robust

high-level environment modeling for sensor-impoverished robotic sys-
tems, and recognition of agent (human or robot) activities through ob-
servation.

Stergios Roumeliotis received his Diploma in
Electrical Engineering from the National Tech-
nical University of Athens, Greece, in 1995, and
the M.S. and Ph.D. degrees in Electrical Engi-
neering from the University of Southern Cali-
fornia, CA in 1997 and 2000 respectively. From
2000 to 2002 he was a postdoctoral fellow at the
California Institute of Technology, CA. Since
2002 he has been an Assistant Professor at the
Department of Computer Science and Engineer-

ing at the University of Minnesota. His research interests include iner-
tial navigation of aerial and ground autonomous vehicles, fault detec-
tion and identification, and sensor networks. Recently his research has
focused on distributed estimation under communication and processing



246 Auton Robot (2008) 24: 229–246

constraints and active sensing for reconfigurable networks of mobile
sensors. Dr. Roumeliotis is the recipient of the NSF CAREER award,
the McKnight Land-Grant Professorship award, and the NASA Tech
Briefs award. He is currently serving as Associate Editor for the IEEE
Transactions on Robotics.

Maria Gini is a Professor at the Department
of Computer Science and Engineering of the
University of Minnesota, where she is a mem-
ber of the Academy of Distinguished Teach-
ers. She is the winner of the Inaugural Distin-
guished Women Scholars Award from the Uni-
versity of Minnesota in 2001. Before she joined
the University of Minnesota in 1982, she was
a Research Associate at the Politecnico of Mi-
lan, Italy, and a Visiting Research Associate at

Stanford University. Her work has included motion planning for ro-
bot arms, navigation of mobile robots around moving obstacles, unsu-
pervised learning of complex behaviors, coordinated behaviors among
multiple robots, and autonomous economic agents. She has coauthored
over 200 technical papers. She is currently the chair of ACM Special
Interest Group on Artificial Intelligence (SIGART), a member of the
Association for the Advancement of Artificial Intelligence (AAAI) Ex-
ecutive Council and of the board of the International Foundation of
Autonomous Agents and Multi-Agent Systems. She is on the editor-
ial board of numerous journals, including Autonomous Robots, Elec-
tronic Commerce Research and Applications, Integrated Computer-
Aided Engineering, and Web Intelligence and Agent Systems.

Nikolaos Papanikopoulos (IEEE Fellow) was
born in Piraeus, Greece, in 1964. He received
the Diploma degree in electrical and computer
engineering from the National Technical Uni-
versity of Athens, Athens, Greece, in 1987,
the M.S.E.E. in electrical engineering from
Carnegie Mellon University (CMU), Pittsburgh,
PA, in 1988, and the Ph.D. in electrical and
computer engineering from Carnegie Mellon
University, Pittsburgh, PA, in 1992. Currently,

he is the Distinguished McKnight University Professor in the Depart-
ment of Computer Science at the University of Minnesota and Director
of the Center for Distributed Robotics and SECTTRA. His research
interests include computer vision, robotics, sensors for transportation
applications, and control. He has authored or coauthored more than
200 journal and conference papers in the above areas (fifty one refereed
journal papers). He was finalist for the Anton Philips Award for Best
Student Paper in the 1991 IEEE Int. Conf. on Robotics and Automation
and recipient of the best Video Award in the 2000 IEEE Int. Conf. on
Robotics and Automation. Furthermore, he was recipient of the Kritski
fellowship in 1986 and 1987. He was a McKnight Land-Grant Profes-
sor at the University of Minnesota for the period 1995-1997 and has
received the NSF Research Initiation and Early Career Development
Awards. He was also awarded the Faculty Creativity Award from the
University of Minnesota. Finally, he has received grants from DARPA,
DHS, U.S. Army, U.S. Air Force, Sandia National Laboratories, NSF,
Microsoft, INEEL, USDOT, MN/DOT, Honeywell, and 3M (more than
$14M).


	Appearance-based mapping using minimalistic sensor models
	Abstract
	Introduction
	Related work
	Extended Kalman filter estimator
	Propagation equations
	Update equations
	Iterative extended Kalman filter

	Simulation experiment

	Batch maximum likelihood estimator
	Linearized estimator
	Odometry propagation measurement
	Place sensor measurement

	Simulation results

	Experimental results
	Office environment experiment
	Comparison of estimators with varying noise models
	Data association

	Summary
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


