1 Abstract

Widespread use of spatial databases is leading to an increasing interest in mining interesting, useful but implicit spatial patterns[11, 6, 14, 13] just as the widespread use of relational database triggered interest in classical data mining [3, 2, 30]. Spatial patterns of interest include characterization of the locations of a feature (e.g. crime) and its association with other spatial features (e.g. population density, distance to transportation network, etc.).

One of the major challenge in spatial data mining arises from the very large sizes of spatial databases. A high performance compute server with a large capacity storage server is essential for experimental work in evaluating spatial data mining techniques. The focus of our proposed work is to design and evaluate scalable algorithms for mining spatial patterns in large spatial databases in context of critical applications. Our team is capable of addressing these problems as we have been working on developing spatial data models[23], spatial indexing[26], spatial query processing[25, 27, 24] and data mining[23, 16, 21] for different application domains, including transportation[23, 28] and terrain visualization[27].

2 Spatial Data Mining : Introduction

Spatial databases[1, 10, 22, 17] has been an active area of research for over two decades. Its results, e.g. spatial multi-dimensional indexes [20] and OGIS [9] spatial data model, are being used in a number of applications of geographical info. systems[4, 19, 12, 29] ranging from crime mapping to environmental and ecological studies.

Widespread use of spatial databases is leading to an increasing interest in mining interesting, useful but implicit spatial patterns[11, 6, 14, 13] just as the widespread use of relational database triggered interest in classical data mining [3, 2, 30]. Spatial patterns of interest include characterization of the locations of a feature (e.g. crime) and its association with other spatial features (e.g. population density, distance to transportation network, etc.).

One of the major challenge in spatial data mining arises from the very large sizes of spatial databases. A high performance compute server with a large capacity storage server is essential for experimental work in evaluating spatial data mining techniques. The focus of our proposed work is to design and evaluate scalable algorithms for mining spatial patterns in large spatial databases in context of critical applications. Our team is capable of addressing these problems as we have been working on developing spatial data models[23], spatial indexing[26], spatial query processing[25, 27, 24] and data mining[23, 16, 21] for different application domains, including transportation[23, 28] and terrain visualization[27].

3 Background Information

Foundations of spatial data mining include spatial statistics, and data mining.

Spatial Statistics: The purposes of spatial statistical models can be divided into three categories: descriptive, explanatory, and predictive. Descriptive models characterize the distribution of the spatial phenomenon. Often description is based on a set of spatial statistics and indices. For example, a spatial distribution may be classified into random or clustered using spatial autocorrelation (e.g Moran’s I coefficient), nearest neighbor index or quadrant analysis[3, 8].

Explanatory model deals with spatial associations, i.e. relationships between a phenomenon and the factors affecting its spatial distribution. For example, in order to explain why crime clusters occur in a certain area, roles of population density, density of vacant houses, poverty rate etc. may be examined. More detailed analysis may explore how each factor may influence the crime locations. Example techniques are based on chi-square tests and spatial correlation coefficients using appropriate geographic units.

Predictive models may be used subsequently for prediction or simulation of alternative management strategies. For example, near future crime rate may be predicted given the current conditions and growth factor of significant factors (e.g. population density, poverty rates) under certain assumptions. Alternatively, these models may explore what may happen if certain conditions are changed via new management strategies. Example techniques include regression using appropriate geographic units, structural factors (e.g. local features of the geographic unit) as well as spatial factors (e.g. absolute location, distance to certain features and neighborhood effects such as spatial autocorrelation).

Spatial modeling may involve all feature types (points, lines, and polygons). Choice of geographic unit is a key decision for polygonal features. Polygonal geographic units may be arbitrary (e.g. a grid), based on existing
boundaries (e.g. administrative or political) or derived from data distribution (e.g. areas homogeneous with respect to significant factors).

**Spatial Data Mining:** Spatial data mining, a subfield of data mining, is concerned with discovery of interesting and useful but implicit knowledge in spatial databases. Common patterns [2] discovered by data mining algorithms include descriptive patterns (e.g. clustering[13]), explanatory patterns (e.g. association rules[15]) and predictive patterns (e.g. classification rules and decision trees). The foundations of data mining algorithms are in statistics and machine learning. One of the goals of data mining algorithms is to scale up to analyze very large datasets which may not fit in the main memory.

Challenges in spatial data mining [14, 13, 15] arise from following issues. First, classical data mining[2, 3] deals with numbers and categories. In contrast, spatial data is more complex and includes extended objects such as points, lines, and polygons. Second, classical data mining works with explicit inputs, whereas spatial predicates (e.g. overlap) and attributes (e.g. distance, spatial auto-correlation) are often implicit. Third, classical data mining treats each input to be independent of other inputs, whereas spatial patterns often must satisfy the constraints of continuity and high autocorrelation among nearby features. For example, population density of nearby locations are often related.

4 Application Domain

Crime mapping [7] is a study of the geographic profile of a serial criminal or a category of crime. Crimes are a human phenomena, and their geographical distribution is not random due to factors such as simple geographic convenience for an offender. While Maps offer an easy to understand graphic representations of crime-related issues, discovery and understanding of spatial patterns in locations of crimes can be even more valuable in attempts to fight crime.

Spatial analysis and data mining of urban crime data can find non-trivial patterns, which are beneficial in managing crime. For example, consider the decision about the assignment of police petros to different areas of a large city. If the distribution of crime locations shows a clustered pattern, law enforcement agencies would be able to target areas of concentration for special preventive measures. Spatial hunting patterns of serial criminal can be used to hypothesize where these offenders might live. Policy makers in police departments might use more complex maps and spatial analysis to observe trends in criminal activity. Similarly, researchers working for politicians, the press, and the general public would be able to develop spatial models relating density of crime incidents to socioeconomic and demographic characteristics.

Descriptive models are being used widely in crime mapping and analysis to identify crime hot spots and allocate police units. One of the current challenges is to develop explanatory spatial models, e.g. to identify association between crime and other structural features (e.g. local population density, police allocation) and spatial features (e.g. distance to bars or police stations) etc. We focus on explanatory models, i.e. spatial associations, in the proposed work.

5 Proposed Research

Spatial databases organize geographic information as a collection of features. Features represent geographic phenomena such as crime locations, population density etc. Data about each feature is represented in spatial units such as two-dimensional points, lines and polygons. For example, the crime feature may be represented as points, i.e. locations (e.g. street address) of crime. Vacant houses, a feature affecting crime, may also be represented as points. Transportation networks, an important feature affecting crime, may be represented a collection of lines representing the center lines of various roads, railroads etc. Demographic features, e.g. population density, poverty rate, are often associated with administrative polygonal units such as census blocks.

The proposed research will focus on finding spatial association among features. This problem can be defined informally as follows. Given a dependent spatial feature (e.g. crime), and a set of other spatial features (e.g. population density, poverty rate, vacant houses, etc.), identify the spatial features with positive or negative associations with the dependent feature.

There are two families of techniques for finding spatial associations, namely association rule[2, 15] from data mining area and spatial statistical methods. Spatial association rule[2, 15] is common representation of spatial association within data mining area. A spatial association rule is often of the form "X implies Y : (c percent)" where X and Y are sets of spatial or non-spatial predicates and c percent is the confidence of the rule. An example of a
spatial association rule is \( \text{crime}\_\text{location}(X) \implies (\text{distance}(X, \text{bar}) < 1 \text{mile}) : (70\text{percent}) \). This rule may represent the statistics that 70 percents of crime locations are within 1 mile of a bar. Algorithms for finding association rules often use explicit materialization of spatial predicates, e.g. distance to other features. This requires a fair amount of a priori knowledge about the spatial associations being explored. These algorithms are designed to be able to process very large spatial databases, that may not fit in the main memory. A spatial association rule is often used for finding positive association rather than negative associations.

Techniques from Spatial Statistics are based on chi-square tests and spatial correlation coefficients using appropriate geographic units. For point features, additional methods based on multi-variate point processes are available. Methods from spatial statistics can be used to find both positive and negative associations. In addition, they do not require explicit materialization of spatial predicate. However, most algorithms for spatial statistics are not designed to be able to process very large spatial databases, that may not fit in the main memory.

The goal of proposed work is to design and evaluate scalable algorithms for the spatial statistical techniques for spatial association. We plan to determine the dominance-zone for various techniques by using algebraic cost models and experiments with implementations.

6 Equipment Justification

The requested computer cluster is essential for the success of the research in this project. Spatial data mining algorithms require a large amount of computation. For example, a spatial join, a possible step in spatial data mining algorithms, to compute a map overlay of two polygonal maps may have to compute millions of polygon-polygon intersections. Computing intersection between a given pair of polygon itself may take tens of thousands of instructions as average number of edges in typical polygons ranges from hundreds to thousands. The tightly-coupled high-performance cluster is essential for developing scalable spatial data mining algorithms. At the same time, due to the large size of spatial data, it is necessary to have high storage capacity and data transfer rate such as those offered by requested storage system.

- Due to the large size of spatial data, it is necessary to have high storage capacity and data transfer rate such as those offered by proposed storage system. For example, TeraServer [18] storing 1-2meter resolution imagery on a small part of earth contains over a terabyte of compressed data. Similarly, the aerial photographs at centimeter level resolution for Minnesota Highways have about a terabyte of image and vector data.

- Due to the large size of individual datasets, it is important to have high bandwidth communication networks. For example, 400 dots per inch digitization of a 9inch by 9inch aerial photograph at 16-bit color per pixel leads to 25 Megabyte data per photograph. Almost 10,000 such images are collected for Minnesota highways every year yielding 250 Gigabytes of data. Loading even a small fraction of such a image dataset (with compression) to our lab. needs high bandwidth internet connection at both ends. Fetching these images from RAID storage to a geographics workstation for wrapping those over say vector elevation models at interactive speeds requires high bandwidth local area network such as ATM.

- Spatial data mining algorithms requires a large amount of computation. For example, a spatial join to compute a map overlay of two polygonal maps may have to compute millions of polygon-polygon intersections. Computing intersection between a given pair of polygon itself may take tens of thousands of instructions as average number of edges in typical polygons ranges from hundreds to thousands. High performance compute servers are essential for spatial data mining algorithms.
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