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Abstract. This paper describes a graphics processing unit (GPU) implementation of the Filtered Lanczos Procedure for the solution of large, sparse, symmetric eigenvalue problems. The Filtered Lanczos Procedure uses a carefully chosen polynomial spectral transformation to accelerate the convergence of the Lanczos method when computing eigenvalues within a desired interval. This method has proven particularly effective when matrix-vector products can be performed efficiently in parallel. We illustrate, via example, that the Filtered Lanczos Procedure implemented on a GPU can greatly accelerate eigenvalue computations for certain classes of symmetric matrices common in electronic structure calculations and other applications. Comparisons against previously published CPU results suggest a typical speedup of a factor of 10.
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1. Introduction. The solution of large and sparse eigenvalue problems holds a prominent role in a variety of scientific fields such as electronic structure calculations [36], network analysis [18], statistical analysis and machine learning [1], and recommender systems [27] to name a few. The large size of the underlying matrices as well as the need to compute a large number of eigenvalues, sometimes deep inside the spectrum, call for efficient numerical methods which can be also easily parallelized in current high-performance computing environments. The high computational power offered by graphics processing units (GPUs) has increased their presence in the numerical linear algebra community and they are gradually becoming an important ingredient of scientific codes for solving large-scale, computationally intensive eigenvalue problems. While GPUs are mostly known to offer high speedups when performing CPU-bound operations1, sparse eigenvalue computations can also benefit from hybrid CPU-GPU architectures. Although published literature and scientific codes for the solution of sparse eigenvalue problems on a GPU are certainly much scarcer than those that exist for multi-CPU environments, recent efforts try to bridge this gap. See [32] for a comparison of different eigenvalue solvers ported to multi-GPU environments for the solution of eigenvalue problems stemming from nanostructure simulations, or [42] for a GPU-based tridiagonal eigenvalue solver.

In this paper we focus on a GPU acceleration of the Filtered Lanczos Procedure for computing all eigenvalues of a symmetric matrix $A$ inside a given interval $[\alpha, \beta]$ [17]. The Filtered Lanczos Procedure uses a carefully selected polynomial spectral transformation...
transformation of the original matrix so that the eigenvalues of interest are mapped to the extreme part of the spectrum while, at the same time, the gap region between the wanted and unwanted eigenvalues in the transformed space is enhanced. The Lanczos method (or any Krylov subspace method) applied to the transformed matrix then converges much faster. When the matrix of interest has a nearly uniform spectral distribution and matrix-vector multiplication can be performed efficiently in parallel, the polynomial filtering approach can be well suited for eigenvalue computations, especially for interior eigenvalue problems where the computational and memory cost required by Krylov subspace methods operating directly on $A$ becomes prohibitive. Previous experimental studies performed by some of the authors of this article suggest that the utilization of GPUs can seriously enhance the performance of the filtered Lanczos procedure, with speedups ranging from factors of 10 [22] to factors of 100 [3].

The goal of this paper is twofold. First, we provide a flexible framework for implementing the Filtered Lanczos Procedure (FLP) on a GPU and exploiting the capabilities offered by current high-performance accelerators. Second, we study and analyze the performance of the proposed implementation on a variety of test matrices stemming from different applications, such as electronic structure calculations and graph theory, and show that the combination of GPUs and polynomial filtering can be very effective at efficiently solving sparse symmetric eigenvalue problems.

The paper is organized as follows. In Section 2 we discuss the concept of polynomial filtering in eigenvalue problems and provide the basic formulation of the filters used. In Section 3 we discuss in detail the proposed GPU implementation of the filtered Lanczos procedure. In Section 4 we present computational results with the proposed GPU implementations on matrices arising from different application fields such as electronic structure calculations or graph theory. Finally, in Section 5 we present our concluding remarks.

2. The Filtered Lanczos Procedure. The Lanczos method and its variants [5,10,15,24,28,41,45] are established tools for computing a subset of the spectrum of a large symmetric matrix. These methods are especially adept at approximating eigenvalues near the periphery of the spectrum [6,25,33,40]. When the desired eigenvalues are well inside the spectral interval these techniques can suffer from slow convergence or possibly fail to converge at all. Traditionally this is overcome by moving interior eigenvalues to the exterior using a shift and invert spectral transformation (see for example [35] or [43]). While such transformations can be very effective, performing the required system solves can be prohibitively difficult, especially for large indefinite matrices. The Filtered Lanczos Procedure (FLP) overcomes this by moving interior eigenvalues to the exterior using a polynomial spectral transformation [17]. Such a transformation only requires matrix-vector multiplication, a task that is often easy to parallelize for sparse matrices. The drawback is that one requires bounds on the spectrum as well as a good transforming polynomial. For certain classes of matrices both of these challenges can be overcome, making FLP a good candidate for modern parallel architectures like the GPU.

2.1. Polynomial spectral transformations. We begin our discussion of FLP with a brief overview of polynomial spectral transformations. Let $A \in \mathbb{R}^{n \times n}$ be symmetric. Since $A$ is real and symmetric there exists an orthogonal matrix $V \in \mathbb{R}^{n \times n}$ and diagonal matrix $\Lambda \in \mathbb{R}^{n \times n}$ such that

$$AV = V\Lambda,$$  \hspace{1cm} (2.1)
where the diagonal entries of $\Lambda$ are the eigenvalues of $A$,

$$
\Lambda = \begin{bmatrix}
\lambda_1 & & \\
& \ddots & \\
& & \lambda_n
\end{bmatrix}.
$$

(2.2)

A spectral transformation of $A$ is any complex-valued function $f$ defined on the spectrum of $A$. The matrix $f(A)$ is defined as

$$
f(A) = V f(\Lambda)V^T,
$$

(2.3)

where

$$
f(\Lambda) = \begin{bmatrix}
f(\lambda_1) & & \\
& \ddots & \\
& & f(\lambda_n)
\end{bmatrix}.
$$

(2.4)

Standard examples in eigenvalue computations include the shift and invert transformation $f(z) = (z - \rho)^{-1}$ and $f(z) = z^k$ for the power method and subspace iteration.

For FLP we will be interested in a special type of spectral transformation known as a polynomial spectral transformation. A polynomial spectral transformation is any spectral transformation that is also a polynomial.\(^2\) In order for FLP to be a competitive method, a good polynomial spectral transformation $p$ must satisfy the following four requirements:

1. The desired eigenvalues of $A$ are peripheral eigenvalues of $p(A)$.
2. Construction of $p$ requires minimal knowledge of the spectrum of $A$.
3. Multiplying a vector by $p(A)$ is easy to parallelize.
4. $p(A)$ is symmetric if $A$ is symmetric.

In our implementation of the FLP we construct polynomials that satisfy the above requirements using techniques from digital filter design. The basic idea is to construct a transforming polynomial by approximating an “ideal” filter. For symmetric eigenvalue computations the notion of ideal is characterized by requirement 1, namely move the desired eigenvalues of $A$ to the periphery of the spectrum of $p(A)$. While one could imagine many ways of doing this, our implementation aims to provide a simple construction technique for an important class of problems.

2.2. Constructing simple transforming polynomials. For now we assume that the spectrum of $A$ is contained entirely in the interval $[-1, 1]$. Given a subinterval $[\alpha, \beta] \subseteq [-1, 1]$ of modest size, we wish to compute all the eigenvalues and corresponding eigenvectors within that interval. To do so we will construct a polynomial spectral transformation by approximating the following ideal filter $\phi$:

$$
\phi(z) = \begin{cases}
1, & z \in [\alpha, \beta], \\
0, & \text{otherwise}.
\end{cases}
$$

(2.5)

Such a filter maps the desired eigenvalues of $A$ to the repeated eigenvalue 1 for $\phi(A)$ and all the unwanted eigenvalues to 0. Since 1 is on the periphery of the spectrum\(^2\) we can use the ideal filter $\phi$ to construct a polynomial spectral transformation $p$ that satisfies the above requirements.

\(^2\)In fact any spectral transformation of a symmetric matrix is equivalent to a polynomial spectral transformation [19], though using this equivalence in practice would require precise knowledge of the spectrum of $A$. 
of $\phi(A)$ requirement 1 is met. Unfortunately such a transformation is not practically significant as there is no way to multiply a vector by $\phi(A)$ (requirement 3) without first knowing the spectrum of $A$. To get around this we will replace $\phi$ with a polynomial $p$ such that $p(z) \approx \phi(z)$ for all $z \in [-1, 1]$. Such a $p$ will then map the desired eigenvalues of $A$ to a neighborhood of 1 for $p(A)$ and requirement 1 will still be satisfied, albeit in a looser sense. Moreover, since $p$ is a polynomial, applying $p(A)$ to a vector only requires matrix-vector multiplication with $A$. If $A$ is sparse this can be done efficiently in parallel, which means that requirement 3 is also met.

In order to quickly construct a $p$ that is a good approximation to $\phi$ it is important that we choose a good basis. For functions supported on $[-1, 1]$ the obvious choice is Chebyshev polynomials of the first kind. Such representations have already been used successfully for constructing polynomial spectral transformations and for approximating matrix valued functions in quantum mechanics (see for example [3, 7, 17, 21, 34, 37, 38, 44, 46–48]). For easy reference we define the first kind Chebyshev polynomials below.

**Definition 2.1.** Let $T_0(z) = 1$, $T_1(z) = z$ and

$$T_{i+1}(z) = 2zT_i(z) - T_{i-1}(z), \quad i \geq 1.$$  

The functions $\{T_i(z)\}_{i=0}^{\infty}$ are called the Chebyshev polynomials of the first kind.

The Chebyshev polynomials satisfy the following orthogonality condition and consequently form a complete orthogonal set for the Hilbert space $L_2^\mu([-1, 1])$, $d\mu(z) = (1 - z^2)^{-1/2} \, dz$:

$$\int_{-1}^{1} \frac{T_i(z)T_j(z)}{\sqrt{1 - z^2}} \, dz = \begin{cases} \pi, & i = j = 0, \\ \frac{\pi}{2}, & i = j > 0, \\ 0, & \text{otherwise}. \end{cases}$$  

(2.6)

Since $\phi \in L_2^\mu([-1, 1])$ it possesses a convergent Chebyshev series

$$\phi(z) = \sum_{i=0}^{\infty} b_i T_i(z),$$  

(2.7)

where the $\{b_i\}_{i=0}^{\infty}$ are defined as follows:

$$\tilde{b}_i = \frac{1}{\pi} \int_{-1}^{1} \frac{\phi(z)T_i(z)}{\sqrt{1 - z^2}} \, dz, \quad b_i = \begin{cases} \tilde{b}_i, & i = 0, \\ 2\tilde{b}_i, & i > 0. \end{cases}$$  

(2.8)

For a given $\alpha$ and $\beta$ the $\{b_i\}$ are known analytically (see for example [20]),

$$b_i = \begin{cases} \frac{(\arccos(\alpha) - \arccos(\beta))}{\pi}, & i = 0, \\ 2\left(\sin(i \arccos(\alpha)) - \sin(i \arccos(\beta))\right) / i\pi, & i > 0. \end{cases}$$  

(2.9)

An obvious choice for constructing $p$ is to fix a degree $m$ and truncate the Chebyshev series of $\phi$,

$$p_m(z) = \sum_{i=0}^{m} b_i T_i(z).$$  

(2.10)

Due to the discontinuities of $\phi$, $p_m$ does not converge to $\phi$ uniformly as $m \to \infty$. The lack of uniform convergence is not an issue as long as the filter polynomial separates
the wanted and unwanted eigenvalues. Figure 2.1 illustrates some possible polynomial spectral transformations constructed by approximating \( \phi \) on two different intervals. Even with the rapid oscillations near the ends of the subinterval, these polynomials are still good candidates for separating the spectrum.

Figure 2.1 shows approximations of the ideal filter \( \phi \) for two different subintervals of \([-1, 1]\), using a fixed degree \( m = 80 \). In the left subfigure the interval of interest is located around the middle of the spectrum \( [\alpha, \beta] = [1, 3] \), while in the right subfigure the interval of interest is located at the left extreme part \( [\alpha, \beta] = [-1, -0.5] \). Note that the oscillations near the discontinuities do not prevent the polynomials from separating the spectrum.

As we mentioned earlier, constructing polynomial spectral transformations this way automatically satisfies requirement 1. When \( A \) is sparse requirement 3 is also satisfied. This is due to the fact that multiplying \( p(A) \) times a vector can be done efficiently in parallel using a vectorized version of Clenshaw’s algorithm [11] when \( p \) is represented in a Chebyshev basis. Clenshaw’s algorithm can be run entirely in real arithmetic whenever the Chebyshev coefficients of \( p \) are real. This means that \( p(A) \) is a strictly real linear combination of real symmetric matrices and requirement 4 is also met. Satisfying requirement 2 is a bit more challenging. In general we will not know bounds for the spectrum of \( A \) a priori and indeed this is an important preprocessing step in our implementation. Assuming one could cheaply compute estimates for \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \), respectively the smallest and largest eigenvalues of \( A \), one could shift and scale \( A \) so that its spectrum is contained in \([-1, 1]\) using the following transformation:

\[
A \rightarrow (\lambda_{\text{max}} - \lambda_{\text{min}})^{-1} (2A - (\lambda_{\text{max}} + \lambda_{\text{min}})I).
\]

(2.11)

Since \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) are on the periphery of the spectrum of \( A \), one can obtain very good estimates using standard Lanczos. We will see in Section 4 that computing such estimates constitutes only a modest fraction of the total compute time.

2.3. Filtered Lanczos as an algorithm. Assuming a transforming polynomial \( p \) that satisfies requirements 1-4 is already constructed, we can approximate eigenvalues of \( A \) by first approximating eigenvalues and eigenvectors of \( p(A) \) using a simple version of the Lanczos method [24]. Many of the matrices arising in practice possess repeated eigenvalues requiring the use of block Lanczos [15], so we describe the block version of FLP as it contains the standard algorithm as a special case.

Given a block size \( r \) and a matrix \( q \in \mathbb{R}^{n \times r} \) with orthonormal columns, the Filtered Lanczos Procedure iteratively constructs an orthonormal basis for the Krylov
subspace generated by \( p(A) \) and \( q \):
\[
K_k(p(A), q) = \text{span}\{q, p(A)q, \ldots, p(A)^{k-1}q\}. \tag{2.12}
\]

Let \( Q_k \in \mathbb{R}^{n \times r_k} \) be the matrix whose columns are generated by \( k - 1 \) steps of the Lanczos algorithm, then for each integer \( k \) we have \( Q_k^T Q_k = I \) and
\[
\text{range}(Q_k) = \text{span}\{q, p(A)q, \ldots, p(A)^{k-1}q\}. \tag{2.13}
\]

Since \( p(A) \) is symmetric the columns of \( Q_k \) can be generated using short recurrences. This implies there exists symmetric \( \{d_i\}_{i=1}^k \) and upper-triangular \( \{s_i\}_{i=1}^k \), \( d_i, s_i \in \mathbb{R}^{r \times r}, i = 1, \ldots, k \) such that
\[
p(A)Q_k = Q_{k+1} \tilde{T}_k, \tag{2.14}
\]
where
\[
\tilde{T}_k = \begin{bmatrix}
d_1 & s_1^T \\
ds_1 & d_2 & s_2^T \\
& s_2 & d_3 & \ddots \\
& & \ddots & s_{k-1}^T \\
& & & s_{k-1} & d_k \\
& & & & s_k
\end{bmatrix}. \tag{2.15}
\]

Left multiplying (2.14) by \( Q_k^T \) gives the standard Rayleigh-Ritz projection result
\[
Q_k^T p(A)Q_k = T_k, \tag{2.16}
\]
where
\[
T_k = \begin{bmatrix}
d_1 & s_1^T \\
ds_1 & d_2 & s_2^T \\
& s_2 & d_3 & \ddots \\
& & \ddots & s_{k-1}^T \\
& & & s_{k-1} & d_k \\
& & & & s_k
\end{bmatrix}. \tag{2.17}
\]

The matrix \( T_k \) is symmetric and has exactly \( 2r + 1 \) nonzero diagonals. The eigenvalues of \( T_k \) are the Ritz values of \( p(A) \) associated with the subspace spanned by the columns of \( Q_k \) and for sufficiently large \( k \) the extremal eigenvalues of \( p(A) \) will be well approximated by these Ritz values. Of course we aren’t actually interested in the eigenvalues of \( p(A) \) but rather the eigenvalues of \( A \). We can recover these eigenvalues by using the fact that transforming the eigenvalues of \( A \) does not change the corresponding eigenvectors. Thus if \( v \) is an eigenvector of \( A \) corresponding to \( \lambda \) then \( v \) is also an eigenvector of \( p(A) \) corresponding to \( p(\lambda) \),
\[
Av = \lambda v \Rightarrow p(A)v = p(\lambda)v.
\]
Furthermore, if $\lambda_i \neq \lambda_j \Rightarrow p(\lambda_i) \neq p(\lambda_j)$ for all $\lambda_i$ in the spectrum of $A$ then the eigenvectors of $p(A)$ are also eigenvectors of $A$,

$$p(A)v = p(\lambda)v = Av = \lambda v.$$  

In practice $p$ will always separate eigenvalues of $A$, though if the separation is small there is a danger of loss of accuracy in the computed eigenvectors of $p(A)$.

Assuming that the eigenvectors of $p(A)$ can be computed accurately we can recover the eigenvalues of $A$ by first computing an approximation to $v$, call it $\hat{v}$, using $p(A)$ and then approximate $\lambda$ using Rayleigh quotients,

$$\hat{\lambda} = \frac{\hat{v}^T A \hat{v}}{\hat{v}^T \hat{v}}. \quad (2.18)$$

It is well known that if $\hat{v}$ is a good approximation to $v$ then $\hat{\lambda}$ is an excellent approximation to $\lambda$ when $A$ is symmetric [29]. The approximate eigenvector $\hat{v}$ will be a Ritz vector of $p(A)$ associated with $Q_k$. To compute these Ritz vectors we first compute an eigendecomposition of $T_k$. Since $T_k$ is real and symmetric there exists an orthogonal matrix $W_k \in \mathbb{R}^{rk \times rk}$ and a diagonal matrix $\Lambda_k \in \mathbb{R}^{rk \times rk}$ such that

$$T_k W_k = W_k \Lambda_k. \quad (2.19)$$

Combining (2.14) and (2.19) we get the following:

$$p(A) V_k = V_{k+1} \tilde{\Lambda}_k, \quad (2.20)$$

where $V_k = Q_k W_k$,

$$V_{k+1} = Q_{k+1} \begin{bmatrix} W_k & I \end{bmatrix}$$

and

$$\tilde{\Lambda}_k = \begin{bmatrix} \Lambda_k \\ R_k \end{bmatrix}$$

with $R_k \in \mathbb{R}^{r \times rk}$. The columns of $V_k$ are Ritz vectors of $p(A)$ and the diagonals of $\Lambda_k$ the corresponding Ritz values. The $i^{th}$ column of $V_k$ is considered a good approximation to an eigenvector of $p(A)$ if the norm of the $i^{th}$ column of $R_k$ is small relative to $\|p(A)\|_2$. If the columns of $V_k$ are sorted so that the diagonals of $\Lambda_k$ are ordered from largest to smallest, i.e. if

$$\Lambda_k = \begin{bmatrix} \lambda_1^{(k)} \\ \vdots \\ \lambda_{rk}^{(k)} \end{bmatrix}$$

implies $\lambda_1^{(k)} \geq \ldots \geq \lambda_{rk}^{(k)}$, then the leading columns of $V_k$ will correspond to the eigenvectors of $A$ belonging to the eigenvalues in $[\alpha, \beta]$. This is true since $p$ was constructed to move the eigenvalues of $A$ in $[\alpha, \beta]$ to 1 which corresponds to the largest eigenvalues of $p(A)$. If the leading columns of $R_k$ are sufficiently small we will have computed an approximate invariant subspace of $p(A)$ and consequently $A$. We can then recover the corresponding eigenvalues of $A$ using (2.18).
3. cucheb: a GPU implementation of the Filtered Lanczos Procedure.
The key benefit of using the Filtered Lanczos Procedure is that it requires only matrix-vector multiplication, an operation that uses relatively low memory and is typically easy to parallelize compared to solving a large linear system. FLP and related methods have already been successfully implemented on multi-core CPUs and distributed memory machines [17, 37].

In this section we discuss the details of our GPU implementation of FLP. Our implementation will consist of a high-level, open source C++ library called cucheb [4] which depends only on the NVIDIA CUDA Toolkit [14, 26] and standard C++ libraries, allowing for easy interface with NVIDIA brand GPUs. At the user level, the cucheb software library consists of three basic data structures:

- cuchebmatrix
- cucheblanczos
- cuchebpoly

The remainder of this section is devoted to describing the role of each of these data structures.

3.1. Sparse matrices and the cuchebmatrix object. The first data structure, called a cuchebmatrix, is a container for storing and manipulating sparse matrices. This data structure consists of two sets of pointers, one for data stored in CPU memory and one for data stored in GPU memory. Such a duality of data is often necessary for GPU computations if one wishes to avoid costly memory transfers between the CPU and GPU. To initialize a cuchebmatrix object one simply passes the path to a symmetric matrix stored in the Matrix Market file format [9]. The following segment of cucheb code illustrates how to initialize a cuchebmatrix object using the matrix H2O downloaded from the University of Florida sparse matrix collection [16]:

```c++
#include "cucheb.h"

int main(){
    // declare cuchebmatrix variable
    cuchebmatrix ccm;

    // create string with Matrix Market file name
    string mtxfile("H2O.mtx");

    // initialize ccm using Matrix Market file
    cuchebmatrix_init(&mtxfile, &ccm);

    //...
}
```

The function cuchebmatrix_init opens the data file, checks that the matrix is real and symmetric, allocates the required memory on the CPU and GPU, reads the data into CPU memory, converts it to an appropriate format for the GPU and finally copies the data into GPU memory. By appropriate format we mean that the matrix
is stored on the GPU in compressed sparse row (CSR) format with no attempt to exploit the symmetry of the matrix. CSR is used as it is the most generic storage scheme for performing sparse matrix-vector multiplications using the GPU. See [8,31] and references therein for a discussion on the performance of sparse matrix-vector multiplications in the CSR and other formats. Once a `cuchebmatrix` object has been created sparse matrix-vector multiplications can then be performed on the GPU using the NVIDIA CUSPARSE library [13].

3.2. Lanczos and the `cucheblanczos` object. The second data structure, called `cucheblanczos`, is a container for storing and manipulating the vectors and matrices associated with the Lanczos process. As with the `cuchebmatrix` objects, a `cucheblanczos` object possesses pointers to both CPU and GPU memory. While there is a function for initializing a `cucheblanczos` object, the average user should never do this explicitly. Instead they should call a higher level routine like `cuchebmatrix_lanczos` which takes as an argument an uninitialized `cucheblanczos` object. Such a routine will then calculate an appropriate number of Lanczos vectors based on the input matrix and initialize the `cucheblanczos` object accordingly.

Once a `cuchebmatrix` object and corresponding `cucheblanczos` object have been initialized, one of the core Lanczos algorithms can be called to iteratively construct the Lanczos vectors. Whether iterating with $A$ or $p(A)$ the core Lanczos routines in `cucheb` are essentially the same. The algorithm starts by constructing an orthonormal set of starting vectors (matrix $q$ in (2.12)). Once the vectors are initialized the algorithm expands the Krylov subspace, periodically checking for convergence. To check convergence the projected problem (2.19) is copied to the CPU, the Ritz values are computed and the residuals are checked. If the algorithm has not converged the Krylov subspace is expanded further and the projected problem is solved again. For stability reasons `cucheb` uses full reorthogonalization to expand the Krylov subspace, making the algorithm more akin to the Arnoldi method [2]. Due to the full reorthogonalization, the projected matrix $T_k$ from (2.19) will not be symmetric exactly but it will be symmetric to machine precision, which justifies the use of an efficient symmetric eigensolver (see for example [29]). The cost of solving the projected problem is negligible compared to expanding the Krylov subspace, so we can afford to check convergence often. All the operations required for reorthogonalization are performed on the GPU using the NVIDIA CUBLAS library [12]. Solving the eigenvalue problem for $T_k$ is done on the CPU using a purpose built banded symmetric eigensolver included in the `cucheb` library.

It is straightforward to use selective reorthogonalization [30,39,40] or implicit restarts [5,45], though we don’t make use of these techniques in our code. In Section 4 we will see that the dominant cost in the algorithm is the matrix-vector multiplication with $p(A)$, so reducing the number of products with $p(A)$ is the easiest way to shorten the computation time. Techniques like implicit restarting can often increase the number of iterations if the size of the maximum allowed Krylov subspace is too small, meaning we would have to perform more matrix-vector multiplications. Our experiments suggest that the best option is to construct a good filter polynomial and then use increasingly larger Krylov subspaces until the convergence criterion is met.

All the Lanczos routines in `cucheb` are designed to compute all the eigenvalues in a user prescribed interval $[\alpha, \beta]$. When checking for convergence the Ritz values and vectors are sorted according to their proximity to $[\alpha, \beta]$ and the method is considered to be converged when all the Ritz values in $[\alpha, \beta]$ as well as a few of the nearest Ritz values outside the interval have sufficiently small residuals. If the iterations were done
using $A$ then the computation is complete and the information is copied back to the CPU. If the iterations were done with $p(A)$ the Rayleigh quotients are first computed on the GPU and then the information is copied back to the CPU.

To use Lanczos with $A$ to compute all the eigenvalues in $[\alpha, \beta]$ a user is required to input five variables:
1. a lower bound on the desired spectrum ($\alpha$)
2. an upper bound on the desired spectrum ($\beta$)
3. a block size
4. an initialized `cuchebmatrix` object
5. an uninitialized `cucheblanczos` object

The following segment of `cucheb` code illustrates how to do this using the function `cuchebmatrix_lanczos` for the interval $[\alpha, \beta] = [.5,.6]$, a block size of 3 and an already initialized `cuchebmatrix` object:

```c
#include "cucheb.h"

int main(){
    // initialize cuchebmatrix object
    cuchebmatrix ccm;
    string mtxfile("H2O.mtx");
    cuchebmatrix_init(&mtxfile, &ccm);

    // declare cucheblanczos variable
    cucheblanczos ccl;

    // compute eigenvalues in [.5,.6] using block Lanczos
    cuchebmatrix_lanczos(.5, .6, 3, &ccm, &ccl);

    ...
}
```

This function call will first approximate the upper and lower bounds on the spectrum of the `cuchebmatrix` object. It then uses these bounds to make sure that the interval $[\alpha, \beta]$ is valid. If it is, it will adaptively build up the Krylov subspace as described above, periodically checking for convergence. For large matrices or subintervals well inside the spectrum, standard Lanczos may fail to converge all together. A better choice is to call the routine `cuchebmatrix_filteredlanczos` which automatically constructs a filter polynomial and then uses FLP to compute all the eigenvalues in $[\alpha, \beta]$.

### 3.3. Filter polynomials and the `cuchebpoly` object

To use FLP one needs a way to store and manipulate filter polynomials stored in a Chebyshev basis. In `cucheb` this is done with the `cuchebpoly` object. The `cuchebpoly` object contains pointers to CPU and GPU memory which can be used to construct and store filter polynomials. For the filter polynomials from Section 2 one only needs to store the degree, the Chebyshev coefficients and upper and lower bounds for the spectrum of
As with cucheb objects, a user typically will not need to initialize a cuchebpoly object themselves as it will be handled automatically by a higher level routine. In cuchebmatrix_filteredlanczos for example, not only is the cuchebpoly object for the filter polynomial initialized but also the degree at which the Chebyshev approximation should be truncated is computed. This is done using a simple formula based on heuristics and verified by experiment. Assuming the spectrum of $A$ is in $[-1,1]$, a “good” degree $m$ for $[\alpha, \beta] \subset [-1, 1]$ is computed using the following formula:

$$ m = \min \{ m > 0 : ||p_m - \phi|| < \epsilon ||\phi|| \}, \quad (3.1) $$

where $||f||$ is the weighted Chebyshev 2-norm. The tolerance $\epsilon$ is a parameter and is chosen experimentally, with the goal of maximizing the separation power of the filter while keeping the polynomial degree and consequently the computation time low.

Figure 3.1 uses the same ideal filters from Figure 2.1 but this time computes the filter degree based on (3.1). In the left subfigure the interval of interest is located around the middle of the spectrum $[\alpha, \beta] = [.1, .3]$ and the distance between $\alpha$ and $\beta$ is relatively small, giving a filter degree of 48. In the right subfigure the interval of interest is located at the left extreme part of the spectrum $[\alpha, \beta] = [-1, -.5]$ and the distance $\alpha$ and $\beta$ is relatively large, giving a filter degree of 10. Although these filters look like worse approximations than those in Figure 2.1, the lower degrees lead to much shorter computation times.

The following segment of cucheb code illustrates how to use the function cuchebmatrix_filteredlanczos to compute all the eigenvalues in the interval $[\alpha, \beta] = [.5, .6]$ of an already initialized cuchebmatrix object using FLP with a block size of 3:

```c
#include "cucheb.h"

int main(){
    // initialize cuchebmatrix object
    cuchebmatrix ccm;
    string mtxfile("H2O.mtx");
    cuchebmatrix_init(&mtxfile, &ccm);
```
4. Experiments. In this section we illustrate the effectiveness of accelerating the Filtered Lanczos Procedure using a GPU. All the experiments in this section were implemented using the cucheb library and performed on the same machine which has dual Intel Xeon ES-2667 v2 3.30GHz processors with 256GB of CPU RAM and two NVIDIA K40 GPUs each with 12GB of GPU RAM and 2880 compute cores. We make no attempt to access multiple GPUs and all the experiments were performed using a single K40.

Table 4.1 gives a description of the basic properties of all our test matrices. All of these matrices can be found on the University of Florida sparse matrix collection [16]. The test matrices cover a wide range of characteristics, with some of them being fairly dense, while others have a very wide spectrum. In the following, all timings are listed in seconds.

4.1. CPU-GPU comparison. The first experiment follows closely the experiment in [17, Sec. 5.2], where the authors used a multi-core CPU implementation of
GPU accelerated filtered Lanzcos

FLP to compute all the eigenvalues of a matrix within a prescribed interval \([\alpha, \beta]\). Such problems are common in electronic structure calculations and the test matrices were generated using the software package PARSEC [23]. The purpose of this experiment is to illustrate the potential speedups one can achieve when using a GPU to accelerate the FLP method. The intervals \([\alpha, \beta]\) for each matrix were chosen as in [17]. The convergence of the FLP method was checked every 30 iterations.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>interval</th>
<th>eigs</th>
<th>m</th>
<th>iters</th>
<th>MV</th>
<th>time</th>
<th>residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge87H76</td>
<td>([-0.645, -0.0053])</td>
<td>212</td>
<td>50</td>
<td>210</td>
<td>31,500</td>
<td>44</td>
<td>4.3e−14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>49</td>
<td>210</td>
<td>30,870</td>
<td>43</td>
<td>2.1e−13</td>
</tr>
<tr>
<td>Ge99H100</td>
<td>([-0.650, -0.0096])</td>
<td>250</td>
<td>50</td>
<td>210</td>
<td>31,500</td>
<td>45</td>
<td>3.7e−13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>49</td>
<td>210</td>
<td>30,870</td>
<td>45</td>
<td>5.1e−13</td>
</tr>
<tr>
<td>Si41Ge41H72</td>
<td>([-0.640, -0.0028])</td>
<td>218</td>
<td>50</td>
<td>210</td>
<td>31,500</td>
<td>77</td>
<td>3.2e−13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>61</td>
<td>180</td>
<td>32,940</td>
<td>76</td>
<td>6.3e−13</td>
</tr>
<tr>
<td>Si87H76</td>
<td>([-0.660, -0.3300])</td>
<td>107</td>
<td>50</td>
<td>150</td>
<td>22,500</td>
<td>55</td>
<td>1.3e−14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>98</td>
<td>90</td>
<td>26,460</td>
<td>55</td>
<td>1.5e−14</td>
</tr>
<tr>
<td>Ga41As41H72</td>
<td>([-0.640, 0.0000])</td>
<td>201</td>
<td>300</td>
<td>180</td>
<td>162,000</td>
<td>386</td>
<td>3.2e−15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>308</td>
<td>180</td>
<td>166,320</td>
<td>396</td>
<td>2.5e−15</td>
</tr>
</tbody>
</table>

Table 4.2

Computing the eigenpairs inside an interval using FLP with various filter polynomial degrees. Times listed are in seconds.

Results are summarized in Table 4.2. For each matrix and interval \([\alpha, \beta]\) we repeated the same experiment three times, each time using a different degree \(m\) for the filter polynomial. For each matrix we report the desired interval \([\alpha, \beta]\), the number of eigenvalues in the interval, the degree of the filter polynomial, the number of FLP iterations, the total number of matrix-vector products (MV) with \(A\), the total compute time and the maximum relative residual of the computed eigenpairs. The block size of the FLP method was set to \(r = 3\). The first two rows for each matrix correspond to executions where the degree \(m\) was selected a priori. The third row corresponds to an execution where the degree was selected automatically by our implementation, using the mechanism described in (3.1). As expected, using larger values for \(m\) leads to faster convergence in terms of total iterations, since higher degree filters are better at separating the wanted and unwanted portions of the spectrum. Although larger degrees lead to less iterations, the amount of work in each filtered Lanczos iteration is also raised proportionally. The latter might lead to an increase of the actual computational time, an effect verified for each one of the matrices in Table 4.2. The same effect was also observed for the CPU-based FLP in [17] when tested on the same matrices.

Table 4.3 compares the percentage of total compute time required by the different subprocesses of the FLP method. We denote the preprocessing time, which consists solely of approximating the upper and lower bounds of the spectrum for \(A\),
by PREPROC. We also denote the total amount of time spent on performing the full reorthogonalization and the total amount of time spent on performing all MV products of the form \( p(A)v \) on the GPU, by ORTH and MV respectively. As we can verify, all the matrices in this experiment devoted less than 10% of the total compute time to estimate the spectral interval (i.e. the eigenvalues \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \)). For each one of the PARSEC test matrices, the dominant cost came from the MV products, due to their relatively large number of nonzeros.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>( m )</th>
<th>iters</th>
<th>PREPROC</th>
<th>ORTH</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge87H76</td>
<td>50</td>
<td>210</td>
<td>5%</td>
<td>15%</td>
<td>69%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>180</td>
<td>3%</td>
<td>8%</td>
<td>82%</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>210</td>
<td>5%</td>
<td>15%</td>
<td>68%</td>
</tr>
<tr>
<td>Ge99H100</td>
<td>50</td>
<td>210</td>
<td>4%</td>
<td>15%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>180</td>
<td>3%</td>
<td>8%</td>
<td>83%</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>210</td>
<td>4%</td>
<td>15%</td>
<td>69%</td>
</tr>
<tr>
<td>Si41Ge41H72</td>
<td>50</td>
<td>210</td>
<td>7%</td>
<td>14%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>180</td>
<td>5%</td>
<td>8%</td>
<td>83%</td>
</tr>
<tr>
<td></td>
<td>61</td>
<td>180</td>
<td>7%</td>
<td>11%</td>
<td>75%</td>
</tr>
<tr>
<td>Si87H76</td>
<td>50</td>
<td>150</td>
<td>8%</td>
<td>16%</td>
<td>69%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>90</td>
<td>8%</td>
<td>8%</td>
<td>82%</td>
</tr>
<tr>
<td></td>
<td>98</td>
<td>90</td>
<td>8%</td>
<td>8%</td>
<td>81%</td>
</tr>
<tr>
<td>Ga41As41H72</td>
<td>300</td>
<td>180</td>
<td>2%</td>
<td>3%</td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>180</td>
<td>2%</td>
<td>2%</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>180</td>
<td>2%</td>
<td>3%</td>
<td>93%</td>
</tr>
</tbody>
</table>

**Table 4.3** Percentage of total compute time required by various components of the algorithm. For all these examples the dominant computational cost is the matrix-vector multiplication.

Finally, Figure 4.1 shows the speedup of the GPU FLP implementation over the CPU-based counterpart, for the PARSEC test matrices, where the CPU timings were extracted directly from [17, Sec. 5.2]. We have divided the comparison in two parts: a “low degree” situation when \( m = 50 \) (\( m = 300 \) for Ga41As41H72), and a “high degree” situation when \( m = 100 \) (\( m = 400 \) for Ga41As41H72). In both cases, the GPU implementation obtains a speedup which ranges between 10 – 40 with a tendency for larger speedups when larger degrees are used.

**4.2. Lanczos versus Filtered Lanczos.** The next set of examples illustrates the potential benefits of using FLP instead of standard Lanczos, when both schemes are implemented on the GPU. The key observation is that a good filter polynomial can lead to less Lanczos iterations which can both reduce computation time and memory requirements. We compare these methods by computing all the eigenvalues in an interval that contains the upper bound of the spectrum. Note that since the desired eigenvalues lie on the periphery of the spectrum, they are still computable using standard Lanczos. This type of computation is also common in graph partitioning algorithms where a percentage of the largest eigenvalues and eigenvectors are required (see [18] and the references therein).

We run our code on two different classes of matrices. The first class stems from problems in engineering, where the matrices possess a large number of eigenvalues...
near the upper bound of the spectrum. For each matrix in the engineering class, Table 4.4 reports the fraction of the spectral interval that was computed, the number of eigenvalues in that interval, the degree of the filter polynomial ($m = 1$ implies standard Lanczos), the number of iterations required by the FLP method and standard Lanczos, the total number of MV products with $A$, the total compute time in seconds and the maximum relative residual of the computed eigenvalues. By fraction of the spectral interval we mean the ratio $(\beta - \alpha)/(\lambda_{\text{max}} - \lambda_{\text{min}})$ with $\beta \equiv \lambda_{\text{max}}$. For both standard Lanczos and FLP we used a block size of $r = 1$. In the standard Lanczos computations ($m = 1$) we checked convergence of the approximate eigenpairs every 300 iterations. This reduced the number of projected eigenvalue problems that were solved to check convergence, ultimately lowering the total compute time for standard Lanczos. For FLP we checked convergence every 30 iterations.

![Speedup of the GPU FLP implementation over the CPU for the PARSEC test matrices.](image)

*Fig. 4.1. Speedup of the GPU FLP implementation over the CPU for the PARSEC test matrices. The reference timings for the CPU are extracted directly from [17].*

<table>
<thead>
<tr>
<th>Matrix</th>
<th>fraction</th>
<th>eigs</th>
<th>$m$</th>
<th>iters</th>
<th>MV</th>
<th>time</th>
<th>residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>fe_ocean</td>
<td>2%</td>
<td>217</td>
<td>47</td>
<td>1</td>
<td>4,200</td>
<td>22,560</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4,200</td>
<td>803</td>
</tr>
<tr>
<td>144</td>
<td>4%</td>
<td>195</td>
<td>33</td>
<td>1</td>
<td>2,700</td>
<td>14,850</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2,700</td>
<td>252</td>
</tr>
<tr>
<td>m14b</td>
<td>3%</td>
<td>235</td>
<td>38</td>
<td>1</td>
<td>3,600</td>
<td>19,380</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3,600</td>
<td>833</td>
</tr>
<tr>
<td>auto</td>
<td>4%</td>
<td>172</td>
<td>33</td>
<td>1</td>
<td>2,700</td>
<td>12,870</td>
<td>56</td>
</tr>
</tbody>
</table>

*Table 4.4*

Comparison of Lanczos ($m = 1$) and FLP method for matrices arising in engineering. For each matrix we computed all the eigenvalues in the specified fraction of the total spectral interval that included the upper bound.

Table 4.5 shows the total number of iterations required for convergence as well as the percentage of total time required to perform the full reorthogonalization and MV
products for the engineering class of matrices. Notation is kept the same as in previous tables. Standard Lanczos required significantly more iterations before convergence was achieved. This increased number of iterations meant more inner products and ultimately slower runtimes. For standard Lanczos, the largest portion of the compute time was spent performing the full reorthogonalizations. This is a direct consequence of the (relatively) high sparsity of the test matrices, as well as the large number of iterations needed for standard Lanczos to converge. On the other hand, FLP shifted the computational cost towards the MV products, an operation whose cost is only linearly dependent on the number of Lanczos iterations. Indeed, when counting the number of actual MV products with matrix $A$, FLP performs a much larger number of such products compared to standard Lanczos. However, the effect of these additional MV products is tiny compared to that of full reorthogonalization, if both operations are performed on a GPU. Thus, FLP can perform much better than standard Lanczos even when seeking eigenvalues on the periphery of the spectrum.

\begin{table}[h]
\centering
\begin{tabular}{cccc}
Matrix & $m$ & iters & ORTH & MV \\
\hline
fe-ocean & 47 & 480 & 29\% & 25\% \\
 & 1 & 4,200 & 35\% & <1\% \\
144 & 33 & 450 & 27\% & 43\% \\
 & 1 & 2,700 & 47\% & 1\% \\
m14b & 38 & 510 & 25\% & 48\% \\
 & 1 & 3,600 & 56\% & <1\% \\
auto & 33 & 390 & 23\% & 56\% \\
 & 1 & 2,700 & 73\% & 1\% \\
\end{tabular}
\caption{Comparison of Lanczos ($m = 1$) and FLP method for matrices arising in engineering. For these matrices standard Lanczos required more iterations to converge and spent a higher percentage on the orthogonalization procedure.}
\end{table}

Figure 4.2 shows the ratio of iterations and compute times for both methods. For each of the test matrices in the engineering class, standard Lanczos required at least 5 times as many iterations and ran 10 times slower than the FLP method.

The second class of matrices stems from applications in network analysis. The test matrices possess relatively few eigenvalues near the upper periphery of the spectrum. For each test matrix, Table 4.6 reports the fraction of the spectral interval that was computed, the number of eigenvalues in that interval, the degree of the filter polynomial (as previously, $m = 1$ denotes standard Lanczos), the number of total iterations required, the total number of MV products with $A$, the total compute time in seconds and the maximum relative residual of the computed eigenvalues. For both the FLP method and standard Lanczos we checked convergence of the approximate eigenpairs every 30 iterations. For the FLP method we used a block size of $r = 1$.

Table 4.7 shows the total number of iterations required for convergence as well as the percentage of total time required to perform the full reorthogonalization and MV products for the network analysis class of matrices. We can observe that the performance gap between the FLP method and standard Lanczos is now much narrower than what it was for the previous class of matrices, with the main reason lying in the small number of steps being necessary by standard Lanczos. In contrast with the matrices in the engineering class, the computed eigenvalues were now much bet-
Lanczos v. Filtered Lanczos: engineering

Fig. 4.2. Comparison of Lanczos ($m = 1$) and FLP method for matrices arising in engineering. For these matrices Filtered Lanczos outperformed standard Lanczos in terms of number of iterations and total compute time.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>fraction</th>
<th>eigs</th>
<th>$m$</th>
<th>iters</th>
<th>MV</th>
<th>time</th>
<th>residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>caidaRouterLevel</td>
<td>42%</td>
<td>137</td>
<td>10</td>
<td>570</td>
<td>5,700</td>
<td>21</td>
<td>1.2e−12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>780</td>
<td>780</td>
<td>41</td>
<td>1.8e−14</td>
</tr>
<tr>
<td>mn2010</td>
<td>42%</td>
<td>79</td>
<td>10</td>
<td>360</td>
<td>3,600</td>
<td>13</td>
<td>3.0e−13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>510</td>
<td>510</td>
<td>21</td>
<td>1.9e−14</td>
</tr>
<tr>
<td>coPapersDBLP</td>
<td>50%</td>
<td>134</td>
<td>9</td>
<td>360</td>
<td>3,240</td>
<td>44</td>
<td>2.1e−11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>630</td>
<td>630</td>
<td>57</td>
<td>5.8e−14</td>
</tr>
<tr>
<td>ca2010</td>
<td>38%</td>
<td>103</td>
<td>10</td>
<td>360</td>
<td>3,600</td>
<td>34</td>
<td>5.2e−12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>570</td>
<td>570</td>
<td>52</td>
<td>2.3e−14</td>
</tr>
<tr>
<td>delauay_n20</td>
<td>9%</td>
<td>35</td>
<td>22</td>
<td>150</td>
<td>3,300</td>
<td>27</td>
<td>1.8e−13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>630</td>
<td>630</td>
<td>82</td>
<td>9.8e−14</td>
</tr>
<tr>
<td>rgg_n2_20_s0</td>
<td>15%</td>
<td>24</td>
<td>17</td>
<td>120</td>
<td>2,040</td>
<td>26</td>
<td>3.2e−10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>420</td>
<td>420</td>
<td>44</td>
<td>4.1e−8</td>
</tr>
</tbody>
</table>

Table 4.6
Comparison of Lanczos ($m = 1$) and FLP for matrices arising in network analysis. For each matrix we computed all the eigenvalues in the specified fraction of the total spectral interval that included the upper bound.

...ter separated and Lanczos could converge relatively quickly. Note also the difference in the degree $m$ of the filter polynomials for this class of matrices, compared with the degree $m$ in the previous (engineering) class. Here, $\beta - \alpha$ is comparable with $\lambda_{\text{max}} - \lambda_{\text{min}}$, which means that the optimal degree should not be too high.

Figure 4.3 shows the ratio of iterations and compute times for both methods. For each of these matrices standard Lanczos required more iterations and ran slower than Filtered Lanczos.

5. Conclusions. In this work we presented a GPU implementation of the FLP method for the solution of large and sparse eigenvalue problems. We described the proposed implementation in detail and performed a series of experiments on problems...
<table>
<thead>
<tr>
<th>Matrix</th>
<th>$m$</th>
<th>iters</th>
<th>ORTH</th>
<th>MV</th>
</tr>
</thead>
<tbody>
<tr>
<td>caidaRouterLevel</td>
<td>10</td>
<td>570</td>
<td>47%</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>780</td>
<td>38%</td>
<td>1%</td>
</tr>
<tr>
<td>mn2010</td>
<td>10</td>
<td>360</td>
<td>55%</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>510</td>
<td>54%</td>
<td>1%</td>
</tr>
<tr>
<td>coPapersDBLP</td>
<td>9</td>
<td>360</td>
<td>32%</td>
<td>41%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>630</td>
<td>56%</td>
<td>6%</td>
</tr>
<tr>
<td>ca2010</td>
<td>10</td>
<td>360</td>
<td>54%</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>570</td>
<td>68%</td>
<td>1%</td>
</tr>
<tr>
<td>delaunay_n20</td>
<td>22</td>
<td>150</td>
<td>33%</td>
<td>19%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>630</td>
<td>69%</td>
<td>1%</td>
</tr>
<tr>
<td>rgg_n_2_20_s0</td>
<td>17</td>
<td>120</td>
<td>26%</td>
<td>19%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>420</td>
<td>72%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 4.7

Comparison of Lanczos ($m = 1$) and FLP for matrices arising in network analysis. For these matrices standard Lanczos required more iterations to converge and spent a higher percentage of time performing the orthogonalization procedure.

Lanczos v. Filtered Lanczos: network analysis

![Figure 4.3](image)

Fig. 4.3. Comparison of Lanczos ($m = 1$) and FLP for matrices arising in network analysis. For these matrices Filtered Lanczos outperformed standard Lanczos in terms of number of iterations and total compute time.

arising from electronic structure calculations, engineering and network analysis. Our experiments confirm that the use of GPU architectures in the context of electronic structure calculations can provide a speedup of at least a factor of 10 over a multicore-CPU implementation. In a similar manner, the GPU implementation of FLP can outperform Lanczos even when searching for a few eigenvalues on the periphery of the spectrum.
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