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Abstract

The convergence behavior of a number of algorithms based on minimizing residual norms over Krylov subspaces, is not well understood. Residual or error bounds currently available are either too loose or depend on unknown constants which can be very large. In this paper we take another look at traditional as well as alternative ways of obtaining upper bounds on residual norms. In particular, we derive new inequalities which utilize Chebyshev polynomials and compare them with standard inequalities.

1 Introduction

A number of successful algorithms for solving large sparse nonsymmetric linear systems are based on minimizing the residual norm $\|b - Ax\|$ over trial solutions belonging to small dimensional subspaces. Under mild conditions on the coefficient matrix $A$, the approximations provided by these Minimal Residual (Min-Res) methods is guaranteed to make some progress toward the solution but convergence can be quite slow.

Two types of results have been developed to analyze convergence of Min-Res methods. First, there are inequalities, such as those established by Eisenstat, Elman, and Schultz [2], which do not attempt to be sharp but to establish global convergence of the method. Another category of error or residual bounds attempt to imitate the asymptotic behavior of the method, specifically for Min-Res methods on Krylov subspaces. The most common analysis of this type assumes that $A$ is diagonalizable, $A = XDX^{-1}$, and that its spectrum is enclosed in an ellipse $E(c,d,a)$ of center $c$, focal distance $d$ and major semi axis $a$. The following inequality is then easily shown:

$$\|r_m\| \leq \kappa_2(X) \frac{T_m(a/d)}{T_m(c/d)} \|r_0\|$$

in which $T_k$ represents the Chebyshev polynomial of degree $k$ of the first kind and $\kappa_2(X)$ is the spectral condition number of $X$. The main drawbacks of this estimate are that
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(1) $\kappa_2(X)$ is not practically computable in general and (2) that it may be extremely large. The rationale here is that this is an asymptotic result and the actual residual norm should behave like the right-hand side – apart from the multiplicative constant $\kappa_2(X)$. However, the process is finite, being optimum on a finite dimensional space, and the above inequality though correct may become meaningless in practice.

The standard inequality (1) is derived by using the spectral decomposition of $A$ and exploiting polynomials that are small on the spectrum. There are situations where the spectrum does not give a good indication of the convergence behavior. For example, when

$$A = \begin{pmatrix} 1 & x & x & x & x \\ 1 & x & x & x \\ 1 & x & x \\ 1 & x \\ 1 & \end{pmatrix}$$

where an $x$ represents a nonzero element, the spectrum of $A$ is reduced to the value one. If the nonzero values $x$ are large, it is not easy to find a residual polynomial $(I - As(A))r_0$ that is small, so this presumably ideal spectrum does not help. This type of analysis does not lead to an understanding of situations which involve highly nonnormal matrices such as the one above. For this reason, several researchers argued that the spectrum is not a good indicator of convergence, meaning that in some situations such as the one above convergence analysis based on the spectrum of $A$ will fail completely. On the other hand, experience shows that the spectrum does help understand convergence behavior in general, or to be more accurate, for average case situations, though this could be hard to quantify. For example, the main argument used in explaining the improved convergence of preconditioned iterations is that the eigenvalues of the preconditioned matrix tend to be clustered around one. In such situations, Krylov methods will converge faster in general. Another example, is the success of deflation methods for solving linear systems [1, 9], as well as eigenvalue problems [16, 17]. For linear systems, the objective of these techniques is to remove the eigenvalues closest to zero from the spectrum of $A$, yielding faster convergence in later steps of the iteration.

A number of alternative theories have been proposed to analyze Minimum Residual methods. The spectra of $A, A + A^T, A - A^T, A^TA$, can all be invoked to try to explain the convergence behavior differently [10]. However, none of them is sufficient by itself and several discussions to this effect exist in the literature, see e.g., [7, 6, 11]. As an alternative to the spectrum of $A$, the use of the $\epsilon$-spectrum or pseudo-spectrum [4, 18] has also been advocated. The pseudo-spectrum does not provide a quantitative analysis of actual behavior. In this paper we will not attempt to propose a new theory but rather to re-examine the standard ones. We start with a review of the common approaches that have been taken in the past and provide a few additional results.
2 Basic residual bounds

We begin with a background on minimum residual methods. Consider the nonsingular linear system

$$Ax = b.$$  

(2)

Given a subspace $S$ and an initial guess $x_0$ to the solution, Minimum Residual methods compute the (unique) approximate solution of the form $x = x_0 + s$ where $s \in S$ minimizes the 2-norm of the residual vector

$$r(s) = b - Ax = r_0 - As.$$  

Here, the common notation $r_0 = b - Ax_0$ is used. This optimal approximation will be denoted by $\tilde{x}$ and the corresponding residual by $\tilde{r}$. Hence,

$$\|\tilde{r}\| = \min_{x \in x_0 + S} \|b - Ax\| = \min_{s \in S} \|r_0 - As\| \equiv \|b - A\tilde{x}\|$$  

(3)

If $P$ denotes the orthogonal projector onto the subspace $AS$ then the optimal $As$ is simply the orthogonal projection of $r_0$ into $AS$. In particular, we can state,

$$\|\tilde{r}\| = \sin \angle (r_0, AS) \|r_0\|$$  

(4)

Thus, the sine of the angle between the initial residual $r_0$ and the subspace $AS$ gives the reduction factor in the residual norm achieved in the projection process. In this section this viewpoint will often be preferred over the common strategy of minimizing residual norms to derive residual bounds [15].

2.1 Use of a Kantorovitch-like inequality

In order to obtain a bound for $\|\tilde{r}\|$, it is sufficient to find an upper bound for the angle $\angle (r_0, AS)$. This angle represents the smallest possible angle between $r_0$ and arbitrary vectors in $AS$ and is found by maximizing the normalized inner product

$$\frac{|(r_0, As)|}{\|r_0\| \|As\|}$$
which represents the cosine of the angle between the vectors \( r_0 \) and \( As \). In other words,

\[
\cos \angle(r_0, AS) = \max_{s \in S} \frac{|(r_0, As)|}{\|r_0\|\|As\|}.
\]  

(5)

In the remainder of the paper it is assumed that \( S \) contains the initial residual vector \( r_0 \). For example, in the simplest case of the Minimum Residual (MR) method, \( S \) is precisely the one-dimensional space spanned by \( r_0 \). To prove convergence of the MR and the restarted Generalized Conjugate Residual (GCR) methods when \( A \) is positive definite, Eisenstat, Elman, and Schultz [2] used the lower bound for \( \cos \angle(r_0, AS) \) provided by simply taking \( s \equiv r_0 \), yielding,

\[
\cos \angle(r_0, AS) \geq \frac{|(r_0, Ar_0)|}{\|r_0\|\|Ar_0\|}.
\]  

(6)

Define,

\[
\phi(A) \equiv \min_{x \neq 0} \frac{|(x, Ax)|}{\|x\|\|Ax\|},
\]  

(7)

so that when \( r_0 \in S \), then

\[
\cos \angle(r_0, AS) \geq \cos(r_0, Ar_0) \geq \phi(A) .
\]  

(8)

When \( A \) is indefinite (not positive definite or negative definite) then \( \phi(A) = 0 \) so the above inequality is not useful. If \( A \) is either positive definite or negative definite, then \( \phi(A) > 0 \) and we can use the inequality,

\[
\|\tilde{r}\| \leq \left[ 1 - \phi(A)^2 \right]^{1/2} \|r_0\| .
\]  

(9)

Consider the particular case when \( A \) is positive definite and define

\[
\mu(A) \equiv \min_{x \neq 0} \frac{(Ax, x)}{(x, x)}.
\]  

(10)

This is the smallest eigenvalue of \( (A + A^T)/2 \), a positive number when \( A \) is SPD. From the relation,

\[
\frac{(x, Ax)}{\|x\|\|Ax\|} = \frac{(x, Ax)}{\|x\|^2} \times \frac{\|x\|}{\|Ax\|},
\]  

it is immediately seen that

\[
\phi(A) \geq \frac{\mu(A)}{\|A\|}.
\]  

This results in the following inequality which has been established in [2]:

\[
\|\tilde{r}\| \leq \left[ 1 - \frac{\mu^2(A)}{\|A\|^2} \right]^{1/2} \|r_0\| .
\]  

(11)
An alternative inequality can be obtained by using the same vector $s$ and the following argument, see, e.g., [2, 3, 13]. Write
\[
\frac{(x, Ax)^2}{\|x\|^2\|Ax\|^2} = \frac{(Ax, x)}{\|x\|^2} \times \frac{(Ax, x)}{\|Ax\|^2},
\]
and note that the first term in the right-hand side can again be bounded from below by $\mu(A)$. For the second term, set $z = Ax$ and write,
\[
\frac{(Ax, x)}{\|Ax\|^2} = \frac{(z, A^{-1}z)}{\|z\|^2} \geq \mu(A^{-1}).
\]
Since $A$ is positive definite then $\mu(A^{-1}) > 0$ and this gives the relation
\[
\frac{|(x, Ax)|^2}{\|x\|^2\|Ax\|^2} \geq \mu(A) \mu(A^{-1}). \quad (12)
\]
Therefore,
\[
\phi(A) \geq \sqrt{\mu(A) \mu(A^{-1})}. \quad (13)
\]
The resulting residual bound similar to (11) is given by
\[
\|\tilde{r}\| \leq \left[1 - \mu(A)\mu(A^{-1})\right]^{1/2} \|r_0\|. \quad (14)
\]
It is useful to compare the bounds (11) and (14) in the case when $A$ is Symmetric Positive Definite. Inequality (11) gives
\[
\|\tilde{r}\| \leq \left[1 - \frac{1}{\kappa_2(A)}\right]^{1/2} \|r_0\|. \quad (15)
\]
In the SPD case, we have $\mu(A)\mu(A^{-1}) = 1/\kappa_2(A)$ and (14) becomes
\[
\|\tilde{r}\| \leq \left[1 - \frac{1}{\kappa_2(A)}\right]^{1/2} \|r_0\| \quad (16)
\]
which is much sharper than (15) in general.

It is interesting to point out that sometimes additional information can be exploited and the above inequalities can be improved. For example, the minima in (7) and (10) can be restricted to $x$ in the subspace $S$. If $\phi_S(A)$ and $\mu_S(A)$ are the corresponding minima, then the scalar $\phi(A)$ in inequalities (8), and (9) can be replaced by $\phi_S(A)$. Similarly, in (11) and (14) we can replace $\mu(A)$ by $\mu_S(A)$. In (11) the norm $\|A\|$ can also be replaced accordingly by the norm of the restriction of $A$ to $S$.

When $A$ is not indefinite, an improvement to the above inequalities can be obtained by exploiting an inequality similar to a result due to Kantorovitch [13]. The following Lemma is needed.
Lemma 2.1 Assume that there exist two nonzero real scalars \( \alpha \) and \( \beta \) of the same sign such that,

\[
((A - \alpha I)x, (A - \beta I)x) \leq 0, \quad \forall x \in \mathbb{R}^n.
\]  

Then, \( A \) is either positive definite or negative definite and,

\[
\frac{(Ax, x)^2}{\|Ax\|^2 \|x\|^2} \geq \frac{4\alpha \beta}{(\alpha + \beta)^2}, \quad \forall x \neq 0.
\]  

Proof. Consider an arbitrary unit vector \( x \) and expand (17) into

\[
\|Ax\|^2 + \alpha \beta \leq (\alpha + \beta)(Ax, x).
\]  

When \( \alpha \) and \( \beta \) are both positive then the above inequality shows that \( A \) is positive definite. When they are both negative then it shows that \( A \) is negative definite. This establishes the first part of the lemma.

Define \( \lambda = (Ax, x) \) when \( A \) is positive definite and \( \lambda = -(Ax, x) \) when \( A \) is definite negative. Then use (19) to show that

\[
\frac{(Ax, x)^2}{\|Ax\|^2 \|x\|^2} = \frac{|\lambda|^2}{\|Ax\|^2} \geq \frac{|\lambda|^2}{|\alpha + \beta| |\lambda| - \alpha \beta}.
\]

The right-hand side is a function of \( |\lambda| \) which takes its minimum for \( |\lambda_{\text{arg}}| = \frac{2\alpha \beta}{|\alpha + \beta|^2} \). Evaluating the right-hand side of the above equation for this value yields the desired inequality (18). \( \blacksquare \)

When \( A \) is symmetric, then a simple choice for the two parameters \( \alpha, \beta \) is \( \alpha = \lambda_1, \beta = \lambda_n \), where it is assumed that eigenvalues are labeled from the smallest \( \lambda_1 \) to the largest \( \lambda_n \). Indeed, the relation

\[
((A - \lambda_1 I)x, (A - \lambda_n I)x) \leq 0, \quad \forall x
\]

follows immediately from the fact that the eigenvalues of \( (A - \lambda_1 I)(A - \lambda_n I) \) are all non-positive, so \( ((A - \lambda_1 I)x, (A - \lambda_n I)x) = ((A - \lambda_1 I)(A - \lambda_n I)x, x) \leq 0 \) for any \( x \). This results in the following inequality which is valid for any SPD matrix \( A \)

\[
\frac{(Ax, x)^2}{\|x\|^2 \|Ax\|^2} \geq \frac{4\lambda_n \lambda_1}{(\lambda_n + \lambda_1)^2}.
\]  

The following proposition which follows immediately from the above discussion, summarize the situation.

Proposition 2.1 Let \( A \) be a matrix which satisfies the assumptions of Lemma 2.1 and \( S \) a subspace containing the initial residual vector \( r_0 \). Then the residual \( \tilde{r} \) obtained from a minimal residual projection method onto \( S \) is such that,

\[
\|\tilde{r}\| \leq \frac{|\beta - \alpha|}{|\beta + \alpha|} \|r_0\|.
\]
In particular, when $A$ is SPD, then the assumptions of Lemma 2.1 are satisfied with $\beta = \lambda_1$, $\alpha = \lambda_n$, and we have

$$
\|\bar{r}\| \leq \frac{\kappa_2(A) - 1}{\kappa_2(A) + 1} \|r_0\|. \tag{22}
$$

Proof. Inequality (21) follows immediately by using inequalities (9), (7), and (18). Inequality (22) is a trivial consequence for the SPD case. ■

In the SPD case, a simpler proof (22) which does not exploit the lemma, is based on minimizing $\|I - \alpha A\|$ over $\alpha$.

Inequality (22) resembles a similar result obtained for the steepest descent algorithm and the proofs of these results are very similar. In the SPD case, it can be easily shown that (22) is sharper than (16). Indeed, this follows from the inequality

$$
[1 - t]^{1 \over 2} \geq \frac{1 - t}{1 + t}
$$

which is valid for $0 \leq t \leq 1$, when we set $t = {\lambda_2 \over \lambda_n}$.

We now provide two examples which show how the previous results can be exploited. It is assumed in both cases that the matrix is positive definite.

Example 1. The condition (17) can be rewritten as

$$
(A^T Ax, x) \leq (\alpha + \beta) \left( A - \frac{\alpha \beta}{\alpha + \beta} I \right) x, x \quad \forall x. \tag{23}
$$

Assume that $A$ is positive definite and select the shift $\delta \equiv \alpha \beta / (\alpha + \beta)$ such that $A - \delta I$ is positive semi-definite, for example:

$$
\frac{\alpha \beta}{\alpha + \beta} = \delta = \frac{1}{2} \mu(A)
$$

where $\mu$ defined in (10) is the smallest eigenvalue of the symmetric part of $A$. Then (23) can be rewritten as

$$
\frac{(A^T Ax, x)}{((A - \delta I) x, x)} \leq \alpha + \beta, \quad \forall x
$$

and is satisfied when $\alpha + \beta$ is the largest eigenvalue of the generalized eigenvalue problem

$$
A^T A x = \lambda \left( A + \frac{A^T}{2} - \delta I \right) x. \tag{24}
$$

The largest eigenvalue of this problem is positive since the two matrices of the pair are both positive definite. Let $\sigma(\delta)$ be this eigenvalue. Then the condition is that $\alpha + \beta = \sigma(\delta)$. The two conditions

$$
\frac{\alpha \beta}{\alpha + \beta} = \delta, \quad \alpha + \beta = \sigma(\delta)
$$
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yield the solution,
\[
\alpha = \frac{1}{2} \left[ \sigma(\delta) + \sqrt{\sigma(\delta)^2 - 4\delta \sigma(\delta)} \right], \quad \beta = \frac{1}{2} \left[ \sigma(\delta) - \sqrt{\sigma(\delta)^2 - 4\delta \sigma(\delta)} \right].
\]

For these values the result (21) becomes
\[
\|\tilde{r}\| \leq \sqrt{1 - 4 \frac{\delta}{\sigma(\delta)} \|r_0\|}.
\]
(25)

Note that the above result depends on a parameter \(\delta\). Later we will provide an inequality in which the best \(\delta\) is selected.

**Example 2.** An alternative to the previous approach consists of rewriting (17) as
\[
\left((A^TA + \alpha\beta \ I)x, x\right) \leq (\alpha + \beta)(Ax, x).
\]
Similarly to the previous case we impose the condition \(\alpha\beta = \delta\) with \(\delta > 0\). Then the above inequality is satisfied when
\[
\alpha + \beta = \sigma(\delta)
\]
where \(\sigma(\delta)\) is the largest eigenvalue of the generalized problem
\[
(A^TA + \delta I) x = \lambda \frac{A + A^T}{2} x, \quad \forall x.
\]
(26)
The largest eigenvalue of this problem is again positive. The two conditions
\[
\alpha\beta = \delta, \quad \alpha + \beta = \sigma(\delta)
\]
yield the solution,
\[
\alpha = \frac{1}{2} \left[ \sigma(\delta) + \sqrt{\sigma(\delta)^2 - 4\delta} \right], \quad \beta = \frac{1}{2} \left[ \sigma(\delta) - \sqrt{\sigma(\delta)^2 - 4\delta} \right].
\]
And now the result (21) becomes
\[
\|\tilde{r}\| \leq \sqrt{1 - 4 \frac{\delta}{\sigma(\delta)^2} \|r_0\|}.
\]
(27)

It is interesting to observe that an eigenvalue \(\lambda(\delta)\) of (26) is also an eigenvalue of (24) for a different \(\delta\) namely for \(\delta' = \lambda(\delta) \times \delta\). In addition the corresponding ratios \(\delta/\sigma(\delta)\) and \(\delta/\sigma(\delta)^2\) involved in the bounds (25) and (27) respectively are identical. Therefore, the best bounds achieved in both cases are also the same, so we need only consider one of the approaches, e.g., the second one.
Theorem 2.1 Let $A$ be a positive definite matrix and for any $\omega > 0$, let $\gamma(\omega)$ be the largest generalized eigenvalue of the pair

$$
\left( \frac{A^T A}{\omega} + \omega I, \frac{A + A^T}{2} \right).
$$

Define $\gamma_{\text{min}}$ to be the minimum of $\gamma(\omega)$ over $\omega > 0$. Then,

$$
\| \tilde{r} \| \leq \sqrt{1 - \frac{4}{\gamma_{\text{min}}^2}} \| r_0 \|.
$$

Proof. The proof is essentially based on a change of notation. Dividing both sides of (26) by $\omega \equiv \sqrt{\delta}$ yields the eigenvalue problem,

$$
\left( \frac{A^T A}{\omega} + \omega I \right) x = \gamma \frac{A + A^T}{2} x
$$

with $\gamma \equiv \lambda/\omega$. With this new notation (27) becomes,

$$
\| \tilde{r} \| \leq \sqrt{1 - \frac{4}{\gamma(\omega)^2}} \| r_0 \|.
$$

The best convergence factor is provided when $\gamma(\omega)$ is minimized. □

The form of the first matrix in the pair (28) suggests that $\gamma(\omega)$ is a function which will decrease from $\infty$ as $\omega = 0$ then reaches a minimum associated with $\gamma_{\text{min}}$ and then increases again to infinity. This has been confirmed experimentally.

We illustrate the above results with two $15 \times 15$ matrices defined as

$$
A = \begin{pmatrix}
1 & \eta \\
1 & \eta \\
\vdots & \vdots \\
1 & \eta \\
1 & 1
\end{pmatrix}
$$

with $\eta = 1$ for the first test and $\eta = 0.9$ for the second. Figure 1 shows the results for the first matrix and Figure 2 shows the results for the second matrix. In the figures, the $y$-coordinates show the various estimates for the reduction factors $\| \tilde{r} \|/\| r_0 \|$. EES1 and EES2 refer to (11) and (14) respectively. The curves labeled EX1 and EX2 refer to the factors obtained from (25) and (27) respectively, as $\delta$ varies. It can be seen that the minima of the two curves are indeed the same.

### 2.2 Restarted Min-Res algorithms

A ‘restarted’ Min-Res iterative process is any iteration which has the following form,

**Algorithm 2.1** Restarted Min-Res projection procedure
Figure 1: Upper bounds for residual norm reductions obtained from inequalities (11) (labeled EES1), (14) (labeled EES2), (25) (labeled EX1), and (27) (labeled EX2), for first test matrix.
Figure 2: Upper bounds for residual norm reductions obtained from inequalities (11) (labeled EES1), (14) (labeled EES2), (25) (labeled EX1), and (27) (labeled EX2), for second test matrix.
1. Select $x_0$ and compute $r_0 = b - Ax_0$.
2. Until convergence Do:
3. Select a subspace $S$ (S must contain $r_0$)
4. Compute $\bar{x}$ the minimizer of $\|b - Ax\|$ over $x_0 + S$
5. If satisfied Stop.
6. Else set $x_0 := \bar{x}$ and compute $r_0 = b - Ax_0$
7. EndDo

We begin by observing that by (6) and (4) the condition

$$\frac{|(Ax, x)|}{(x, x)} \geq c > 0, \forall x$$

guarantees convergence of any restarted iteration since the successive subspaces $S$ are assumed to contain the initial residual $r_0$. In particular, a well-known convergence result [2] is that if $A$ is positive definite then a restarted Min-Res iterative process in which each subspace $S$ contains $r_0$, converges for any initial guess $x_0$. The set of all Rayleigh quotients $(Ax, x)/(x, x)$ constitutes the field of values of $A$. The above condition therefore states that if the field of values (a compact set) excludes the origin, then the method converges. A weakened form of the converse is also true. Consider the MR method which, at each restart, takes $S \equiv \{r\}$ where $r$ now denotes the current residual at restart. Assume that for this case each step of the projection process reduces the initial residual by a constant $0 \leq \tau < 1$, and this for an arbitrary initial residual. This means that

$$\sin \angle(r, Ar) \leq \tau, \forall r$$

or

$$\cos \angle(r, Ar) \geq \sqrt{1 - \tau^2}, \forall r$$

which implies that

$$\frac{|(Ar, r)|}{\|Ar\| \|r\|} = \frac{|(Ar, r)|}{\|r\|^2} \times \frac{\|r\|}{\|Ar\|} \geq \sqrt{1 - \tau^2}.$$ 

A result is that the Rayleigh quotients must be bounded from below because

$$\frac{|(Ar, r)|}{\|r\|^2} \geq \frac{\|Ar\| \sqrt{1 - \tau^2}}{\|r\|} \geq \sigma_{\text{min}} \sqrt{1 - \tau^2}$$

where $\sigma_{\text{min}}$ is the smallest singular value of $A$. This establishes the following result.

**Theorem 2.2** Assume that the field of values of $A$ excludes the origin. Then, each step of a restarted Min-Res projection procedure (in which the subspaces $S$ contain the initial residuals), reduces the residual norm by a factor $\leq \tau < 1$. Conversely, if each step of the MR (i.e., GMRES(1)) algorithm reduces the residual norm by a factor $\leq \tau < 1$, for any initial residual, then the field of values of $A$ excludes the origin.
Sufficient conditions to guarantee that the field of values excludes the origin are difficult to obtain. One such condition is given by Lemma 2.1. Another case of interest is provided by the following corollary.

**Corollary 2.1** Assume that there is a scalar $\sigma$ for which,

$$\|A - \sigma I\| \leq \delta$$

with

$$\delta \leq |\sigma|.$$  \hspace{1cm} (30)

Then the assumptions of Lemma 2.1 are satisfied with

$$\alpha = \sigma + \delta, \quad \beta = \sigma - \delta.$$  

**Proof.** Consider the inner product in the left-hand side of (17) for $\alpha, \beta$ as defined above. For any unit vector $x$,

$$((A - \sigma I) - \delta I)x, (A - \sigma I) + \delta I)x = \|A - \sigma I)x\|^2 - \delta^2 \leq \delta^2 - \delta^2 = 0.$$  

The assumption $\delta \leq |\sigma|$, implies that the scalars $\alpha, \beta$ have the same sign. \hspace{1cm} \Box

The assumptions (30)-(31) imply that, for any unit vector $x$,  

$$\|A - \sigma I)x\|^2 - \sigma^2 \leq 0$$

This gives, $(Ax, Ax) - 2\sigma (Ax, x) \leq 0, \ \forall x$, or, setting $z = Ax$,

$$(z, z) - 2\sigma (A^{-1}z, z) \leq 0, \ \forall z,$$  \hspace{1cm} (32)

which yields,  

$$\sigma \frac{(A^{-1}z, z)}{(z, z)} \geq \frac{1}{2}, \ \forall z.$$  

In particular, when $\sigma$ is positive then $A^{-1}$ must be positive definite and the smallest eigenvalue of $(A^{-1} + A^{-T})/2$ should be larger than $1/(2\sigma)$. Similarly when $\sigma$ is negative, $A$ must be negative definite and the largest eigenvalue of $(A^{-1} + A^{-T})/2$ must be less than $1/(2\sigma)$.

It was proved in Lemma (2.1) that the condition (17) implies that $A$ is positive definite or negative definite. As is now shown it is actually mathematically equivalent, and it is also equivalent to the conditions of the previous corollary.

**Proposition 2.2** The following three conditions are mathematically equivalent:

(i) There exists a scalar $\sigma$ such that (30) and (31) are satisfied;

(ii) There exist two scalars $\alpha$ and $\beta$ of the same sign such that (17) is satisfied;

(iii) The matrix $A$ is either positive definite or negative definite.
Proof. The result will be proved in the form (i) $\rightarrow$ (ii) $\rightarrow$ (iii) $\rightarrow$ (i). The part (i)$\rightarrow$(ii) has been proved as Corollary 2.1. The part (ii)$\rightarrow$(iii) is part of Lemma 2.1.

It remains to show (iii)$\rightarrow$(i). Assume first that $A$ is positive definite. Then (32) is satisfied when

$$\sigma \geq \frac{1}{2 \min_{x \neq 0}(A^{-1}x, z)/\langle z, z \rangle} = \frac{1}{2\mu(A^{-1})}.$$ 

Setting $z = Ax$, (32) becomes $(Ax, Ax) - 2\sigma(Ax, x) \leq 0$ for all $x$ and this shows that $\| (A - \sigma I)x \|^2 - 2\sigma(x, x) \leq 0$ for all $x$, or equivalently that $\delta = \| A - \sigma I \| \leq \sigma$. This establishes (30) and (31) in the positive definite case. The negative definite case can be established similarly (or by using the result just proved for the matrix $-A$).

Theorem 2.2 suggests that residual bounds that show convergence must make the assumption that $A$ is not indefinite. It is not known whether residual bounds which establish convergence for any initial residual can bypass the positive (or negative) definiteness assumption.

In summary, the simplest convergence bounds based on the angle relation (4) can be obtained by selecting $s$ to be the residual vector. In the SPD case, these bounds are similar to those obtained for the steepest descent algorithm, and one of them is identical. They are not sharp in general but they do establish the convergence of restarted minimal residual methods under the condition that $A$ is positive definite.

3 Krylov subspaces

We now return to the general situation of (4) and consider the case when $S$ is the Krylov subspace $K_m$ of dimension $m$,

$$K_m = \text{span}\{r_0, Ar_0, \ldots, A^{m-1}r_0\}.$$ 

Thus, a generic vector of $K_m$ is of the form

$$q(A)r_0$$

where $q$ is a polynomial of degree $m - 1$. For any such polynomial, we have

$$\cos \angle(r_0, AK_m) \geq \frac{\langle r_0, Aq(A)r_0 \rangle}{\|r_0\|\|Aq(A)r_0\|},$$

(33)

In the ideal situation when $q(A)r_0 = A^{-1}r_0$ then $Aq(A)r_0 = r_0$ which gives a zero angle and a zero residual. However, obtaining residual bounds by using this relationship is rather complex. A few instances are considered starting with the case when the subspace $S$ contains a nearly invariant subspace.

3.1 Nearly invariant subspaces

A subspace $\mathcal{W}$ is $\epsilon$–invariant if there exists an orthonormal basis $U = [u_1, \ldots, u_p]$ of $\mathcal{W}$ such that

$$AU = (U + E)G.$$
with $\|E\| \leq \epsilon$. It is not difficult to see that $\epsilon$ does not depend on the basis used in the definition. Krylov subspaces of large enough dimension $m$ will generally contain $\epsilon$-invariant subspaces, with a small $\epsilon$.

**Theorem 3.1** Assume that $K$ contains an $\epsilon$-invariant subspace $\mathcal{W}$ and let $c = \cos \angle(r_0, \mathcal{W})$. Then,

$$\cos \angle(r_0, AK_m) \geq \frac{c - \epsilon}{1 + \epsilon}. \tag{34}$$

**Proof.** Consider any $u$ in $\mathcal{W}$ and write it in the form $u = Uy$ where $U$ is an orthonormal basis of $\mathcal{W}$. Note that $AUy = (U + E)Gy$ giving,

$$(Au, r_0) = (AUy, r_0) = ((U + E)Gy, r_0) = (Gy, U^Hr_0) + (EGy, r_0).$$

Since $A$ is nonsingular and $U$ is of full rank, then $G$ is nonsingular. We can therefore select $y$ so that $Gy = U^Hr_0$, and for the associated vector $u = Uy$ we get

$$\frac{(Au, r_0)}{\|Au\| \|r_0\|} = \frac{\|U^Hr_0\|^2 + (EU^Hr_0, r_0)}{\|(U + E)Gy\| \|r_0\|}$$

$$= \frac{\|U^Hr_0\|^2 + (U^Hr_0, E^Hr_0)}{\|UU^Hr_0 + EU^Hr_0\| \|r_0\|}$$

$$\geq \frac{\|U^Hr_0\|^2 - \|U^Hr_0\| \|E^Hr_0\|}{(\|UU^Hr_0\| + \|EU^Hr_0\|) \|r_0\|}$$

Since $U$ is unitary we have $\|UU^Hr_0\| = \|U^Hr_0\|$. Also, observe that $\|U^Hr_0\| \|r_0\| = c$. Dividing numerator and denominator by $\|r_0\|^2$ we obtain,

$$\frac{(Au, r_0)}{\|Au\| \|r_0\|} \geq \frac{c^2 - \alpha \epsilon}{c + \alpha \epsilon} = \frac{c - \epsilon}{1 + \epsilon}.$$ 

This yields the desired result since $\cos \angle(r_0, AK)$ is the maximum of $|(Au, r_0)|/\|Au\| \|r_0\|$ over vectors $u$ in $K$. }

Thus, when $K$ contains a subspace $\mathcal{W}$ which is exactly invariant ($\epsilon = 0$) then the reduction in residual norm is at least $\sin(r_0, \mathcal{W})$, regardless of the properties of $A$ (such as indefiniteness). This is to be expected. Another consequence of interest is that it is possible to guarantee global convergence by requiring the existence of an $\epsilon$-invariant subspace which makes a sufficiently small angle with $r_0$. Specifically, if there is a constant $\tau$ such that $K_m$ always contains an $\epsilon$-invariant subspace such that

$$c \equiv \cos(r_0, \mathcal{W}) \geq \epsilon + \tau + \epsilon \tau$$

then (34) yields,

$$\cos \angle(r_0, AK_m) \geq \tau.$$ 

This interesting ‘global convergence’ result does not assume definiteness. However, the assumption that there is an invariant subspace in $K_m$ which makes a sufficiently small angle with $r_0$ is difficult to verify in practice.
Recently, a number of researchers have considered methods in which a Krylov subspace is augmented by a nearly invariant subspace \( \mathcal{W} \), in order to enhance convergence, see e.g., [1, 14, 9] and the references therein. The above result shows that one should seek to include at each restart an \( \epsilon \)-invariant subspace which has sufficient accuracy and whose angle with \( r_0 \) is small enough that the relation (35) is satisfied. In methods proposed so far, the nearly invariant subspaces added are simply those related to eigenvalues close to zero as approximated by subspaces obtained in earlier steps. There are indeed reasons to believe that this is the part of the spectrum where Min-Res methods have difficulties in reducing eigen-components.

### 3.2 Bounds derived from Chebyshev polynomials

The usual error bounds used to analyze the GMRES algorithm in the nonsymmetric case, depend on the condition number of the matrix of eigenvectors. In establishing these results \( A \) is assumed to be diagonalizable \( (A = XDX^{-1}) \). By the optimality of the approximate solution, it can be said that \( x_m = x_0 + s_m(A)r_0 \) where \( s \) minimizes the residual norm \( \|b - Ax\| = \|b - A(x_0 + s(A)r_0)\| \) over all polynomials \( s \) of degree \( \leq m - 1 \). The residual vector for each polynomial \( s \) is

\[
r = r_0 - As(A)r_0 = [I - As(A)]r_0 \equiv p(A)r_0
\]

and by the optimality property, the polynomial \( p \) minimizes \( \|p(A)r_0\| \) over all polynomials of degree \( \leq m \) which are ‘consistent’ polynomials, i.e. such that \( p(0) = 1 \). Then, a certain consistent polynomial \( p \) is selected to be small on the spectrum of \( A \), and the following argument is used,

\[
\|r_m\| \leq \|p(A)r_0\| = \|p(XDX^{-1})r_0\| = \|XP(D)X^{-1}r_0\| \leq \kappa_2(X) \|p(D)\| \|r_0\|.
\]

Except when \( A \) is normal, the condition number of \( X \) can be very large and the above bound can become poor. The alternative discussed next uses information that is computable, and it avoids the condition number of \( X \), leading to a tighter inequality. It is based on a comparison result with a matrix-vector power sequence of the form \( B^kv \) where \( B \) is a matrix whose spectral radius is known and small. The growth of \( \|B^kv\| \) as \( k \) tends to infinity is (generally) of the form \( (\rho(B) + \epsilon_k)^k \), where \( \rho(B) \) is the spectral radius of \( B \) and \( \epsilon_k \) is a sequence which converges to zero as \( k \to \infty \).

Assume that we can find two scalars \( \alpha \) and \( \beta > 1 \) such that the eigenvalues of the shifted and scaled matrix

\[
\tilde{A} = \beta I - \alpha A
\]

(36)

are contained in the ellipse centered at the origin and with focal distance one. Then a good polynomial to use is

\[
t_m(A) = T_m(\beta I - \alpha A)/T_m(\beta) \equiv T_m(\tilde{A})/T_m(\beta)
\]

and the usual bound derived from using this polynomial is

\[
\|r_m\| \leq \|t_m(A)r_0\|.
\]
Note that the polynomials \( t_m \) satisfy the consistency condition \( t_m(0) = 1 \). A consequence of the three-term recurrence relation of Chebyshev polynomials

\[
T_{m+1}(\hat{A}) = 2T_m(\hat{A}) - T_{m-1}(\hat{A}), \quad m \geq 1, \quad T_1(\hat{A}) = \hat{A}, \quad T_0(\hat{A}) = I,
\]
is that

\[
\begin{pmatrix} T_{m+1}(\hat{A})r_0 \\ T_m(\hat{A})r_0 \end{pmatrix} = \begin{pmatrix} 2\hat{A} & -I \\ I & 0 \end{pmatrix} \begin{pmatrix} T_m(\hat{A})r_0 \\ T_{m-1}(\hat{A})r_0 \end{pmatrix}.
\]

Denote \( T_m(\beta) \) by \( \sigma_m \) and define

\[
\mathcal{B} = \begin{pmatrix} 2\hat{A} & -I \\ I & 0 \end{pmatrix}.
\] (37)

Then, we have the relations,

\[
\begin{pmatrix} \sigma_{m+1}t_{m+1}(\hat{A})r_0 \\ \sigma_mt_m(\hat{A})r_0 \end{pmatrix} = \begin{pmatrix} T_{m+1}(\hat{A})r_0 \\ T_m(\hat{A})r_0 \end{pmatrix} = \mathcal{B} \begin{pmatrix} T_m(\hat{A})r_0 \\ T_{m-1}(\hat{A})r_0 \end{pmatrix} = \ldots = \mathcal{B}^{m+1} \begin{pmatrix} r_0 \\ \hat{A}r_0 \end{pmatrix}.
\]

As a result, letting

\[
w_0 \equiv \begin{pmatrix} r_0 \\ \hat{A}r_0 \end{pmatrix}
\]

we obtain

\[
\sqrt{\sigma_{m+1}^2\|r_{m+1}\|^2 + \sigma_m^2\|r_m\|^2} \leq \|\mathcal{B}^{m+1}w_0\| \tag{38}
\]

We can now state the following result.

**Theorem 3.2** Assume that an ellipse \( E(c,d,a) \) with center \( c \), focal distance \( d \) and major semi-axis \( a \) can be found which includes the spectrum of \( A \) with at least one eigenvalue on the boundary. Let \( \hat{A} = \beta I - \alpha A \) with \( \alpha = 1/d \) and \( \beta = c/d \), and \( \mathcal{B} \) defined by (37). Then the residual vector \( r_{m+1} \) obtained from a Minimal Residual method using a Krylov subspace of dimension \( m+1 \) satisfies the inequality,

\[
\|r_{m+1}\| \leq \frac{\|\mathcal{B}^{m+1}w_0\|}{\sqrt{T_{m+1}^2(c/d) + T_m^2(c/d)}} \tag{39}
\]

where \( w_0 \) is the 2n vector consisting of the subvectors \( r_0 \) and \( \hat{A}r_0 \). The spectral radius of the matrix \( \mathcal{B} \) is given by

\[
\rho(\mathcal{B}) = \frac{a}{d} + \sqrt{\left(\frac{a}{d}\right)^2 - 1} \tag{40}
\]

and in particular when \( a = d \) (real spectrum) then \( \rho(\mathcal{B}) = 1 \).

**Proof.** Inequality (39) follows immediately from (38) and the inequality \( \|r_{m+1}\| \leq \|r_m\| \). The scalars \( \alpha, \beta \) as given above transform the ellipse \( E(c,d,a) \) into an ellipse centered at the origin and with focal distance unity. The major semi-axis of the transformed ellipse is then given by

\[
\hat{a} = \frac{a}{d}.
\]
The eigenvalues of $\mathcal{B}$ are

$$\theta_{i,\pm} = \frac{1}{2} \left( \hat{\lambda}_i \pm \sqrt{\hat{\lambda}_i^2 - 1} \right)$$

where each $\hat{\lambda}_i = \beta - \alpha \hat{\lambda}_i$ is an eigenvalue of $\hat{A}$. It is well-known [13] that the $\hat{\lambda}$’s are transformed from the $\theta$’s by means of the Joukowsky transform

$$\hat{\lambda} = \frac{1}{2} (\theta + \theta^{-1})$$

which maps a circle of radius $r$ centered at the origin into an ellipse centered at the origin, with focal distance 1, and major semi-axis $a = (r + r^{-1})/2$. Each point on the ellipse is mapped from a point of the circle, so an eigenvalue on the ellipse is transformed into an eigenvalue of equal modulus $r$. All eigenvalues inside the ellipse will be transformed into points inside the circle. Therefore the spectral radius of $\mathcal{B}$ is the radius of the circle associated with the eigenvalue (s) on the ellipse. This radius can be obtained from transforming the major semi-axis $a$ with the inverse function $z + \sqrt{z^2 - 1}$ and this gives

$$\rho(\mathcal{B}) = \hat{a} + \sqrt{\hat{a}^2 - 1} = \frac{a}{d} + \sqrt{\left(\frac{a}{d}\right)^2 - 1}.$$  

This completes the proof. \[\Box\]

The scalars $d$ and $c$ are typically selected in a certain optimal way, to make the ratio $c/d$ as large as possible. A weakened version of this inequality is obtained by exploiting the inequality $\|\mathcal{B}^m w_0\| \leq \|\mathcal{B}^m\| \|w_0\|$ and the well-known result [8, 13, 5]:

$$\lim_{k \to \infty} \|B^k\|^{1/k} = \rho(B)$$

from which it follows immediately that

$$\|B^k\| = (\rho(B) + \epsilon_k)^k$$

where $\epsilon_k = \|B^k\|^{1/k} - \rho(B)$, converges to zero as $k$ converges to infinity. This gives,

$$\|r_{m+1}\| \leq \frac{\|\mathcal{B}^{m+1}\| \|w_0\|}{\sqrt{T_{m+1}^2(\beta) + T_m^2(\beta)}} = \frac{[\rho(B) + \epsilon_{m+1}]^{m+1}}{\sqrt{T_{m+1}^2(\beta) + T_m^2(\beta)}} \|w_0\|. \quad (41)$$

However, there are disadvantages in using the upper bound given above since the norm of $\mathcal{B}^k w_0$ can be very poorly estimated by $\|\mathcal{B}^k\| \|w\|$ when $\mathcal{B}$ is highly non-normal.

The main difference between the inequality of the above theorem and the classical ones, such as the inequality (1), is that it does not involve the condition number of the matrix of eigenvectors. In contrast, it provides only a comparison result with a sequence which captures the effects of nonnormality without trying to model them. As is shown by the experiments, attempts to model these effects, e.g. as in (1) or (41) may lead to bounds that are too loose to be of any interest. The rationale of the above theorem is that the usual tools provided by norms and spectral analysis are insufficient for analyzing the behavior of certain iterative processes. The condition number of $X$ in
(1) is not only unavailable in practice (for large matrices) but it may also lead to results that are too pessimistic. The bound (39) involves a sequence which is also unavailable a-priori, but which is more easily computable than the constant $\kappa_2(X)$. All that is required is to get some understanding on the predicted behavior of this sequence in particular situations. Though the spectral norm of $B$ which is given by (40) gives an idea of the asymptotic behavior of this sequence, the transient behavior is not easily modeled in the case of highly non-normal matrices and it is better not to attempt to capture it with an estimate based on norms.

In the case when all eigenvalues of $A$ are real then $a = d$ and the term in brackets in the numerator of (41) becomes $1 + \epsilon_m$. In addition, $\epsilon_i = 0$ when $B$ is normal. As it turns out $B$ is normal if and only if the matrix $\hat{A}$ is skew-Hermitian:

$$B^H B - BB^H = \begin{pmatrix} 2\hat{A}^H & I \\ -I & 0 \end{pmatrix} \begin{pmatrix} 2\hat{A} & -I \\ I & 0 \end{pmatrix} - \begin{pmatrix} 2\hat{A} & -I \\ I & 0 \end{pmatrix} \begin{pmatrix} 2\hat{A}^H & I \\ -I & 0 \end{pmatrix} = \begin{pmatrix} 4\hat{A}^H \hat{A} + I & \hat{A}^H - \hat{A} \\ \hat{A} - \hat{A}^H & 2\hat{A}^H \end{pmatrix} = 4\begin{pmatrix} \hat{A}^H \hat{A} - \hat{A}^H \hat{A} & \frac{1}{2}(\hat{A} + \hat{A}^H) \\ -\frac{1}{2}(\hat{A} + \hat{A}^H) & 0 \end{pmatrix}.
$$

Unfortunately, when $\hat{A}$ (or $A$) is normal but not skew-Hermitian, $B$ is not normal in general. Because the non-Hermitian matrix $B$ is used to derive the bounds (39) and (41), a natural question is whether or not the resulting estimates will be weaker than those provided by the classical inequality (1). The answer is that the two inequality are very close to one another in this case, as one should expect. Recall that

$$B^{m+1}w_0 = \begin{pmatrix} T_{m+1}(\hat{A})r_0 \\ T_m(\hat{A})r_0 \end{pmatrix}.
$$

We have

$$\|T_m(\hat{A})r_0\| \leq \|T_m(\hat{A})\| \|r_0\|$$

and when $\hat{A}$ is normal then,

$$\|T_m(\hat{A})\| = \max_{i=1,\ldots,n} |\hat{\lambda}_i| = \max_{i=1,\ldots,n} \frac{\theta_i^m + \theta_i^{-m}}{2} = T_m(a/d).
$$

Hence,

$$\|B^{m+1}w_0\| \leq \sqrt{T_{m+1}^2(a/d) + T_m^2(a/d)} \|r_0\|.
$$

leading to the inequality,

$$\|r_{m+1}\| \leq \frac{\sqrt{T_{m+1}^2(a/d) + T_m^2(a/d)}}{\sqrt{T_{m+1}^2(c/d) + T_m^2(c/d)}} \|r_0\|,
$$

which, for large $m$, is indeed very close to (1) with $\kappa_2(X) = 1$. 
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3.3 Bounds from the Arnoldi matrix $\bar{H}_m$

It is possible to also analyze the behavior of Min-Res methods from some a-posteriori information extracted from the process, such as the eigenvalue or singular value estimates obtained from the projection matrix. We distinguish again between basic bounds and bounds that attempt to mimic the optimality of the residual polynomials.

3.3.1 Basic results

The basic relation which arises from the Arnoldi algorithm is the following

$$AV_m = V_{m+1} \bar{H}_m.$$

(42)

Here, the column-vectors of $V_m$ are the Arnoldi vectors obtained from a Gram-Schmidt orthogonalization starting with $v_1 = r_0/\beta$ in which each new vector is the product of the current basis vector $v_j$ by $A$.

Therefore,

$$\cos \angle(r_0, AK_m) = \max_y \frac{|(AV_m y, v_1)|}{\|AV_m y\|}$$

$$= \max_y \frac{|(V_{m+1} \bar{H}_m y, v_1)|}{\|V_{m+1} \bar{H}_m y\|}$$

$$= \max_y \frac{|(\bar{H}_m y, V_{m+1}^H v_1)|}{\|V_{m+1} \bar{H}_m y\|}$$

$$= \max_y \frac{|(\bar{H}_m y, e_1)|}{\|H_m y\|}. \quad (43)$$

Thus, the cosine of the angle between $r_0$ and $AK_m$ is equal to the maximum cosine of angles spanned between an arbitrary linear combinations of columns of $\bar{H}_m$ and the vector $e_1$. By selecting various test vectors $y$ we can get bounds on the cosine. For example, taking $y = e_1$ gives the simple bound,

$$\cos \angle(r_0, AK_m) \geq \frac{|h_{11}|}{\sqrt{h_{21}^2 + h_{11}^2}}.$$ 

We have already seen this lower bound in a different form. Indeed,

$$\frac{|h_{11}|}{\sqrt{h_{21}^2 + h_{11}^2}} = \frac{|(Av_1, v_1)|}{\|Av_1\|}$$

and since $v_1 = r_0/\|r_0\|$, this gives

$$\cos \angle(r_0, AK_m) \geq \frac{|(r_0, Ar_0)|}{\|r_0\| \|Ar_0\|}$$

which is identical with (6).
This can be extended by taking, similarly, $y = e_j$ to obtain:

$$\cos \angle(r_0, AK_m) \geq \frac{|h_{1j}|}{\sqrt{h_{1j}^2 + \ldots + h_{j+1,j}^2}}.$$  

Note that the right-hand side is also equal to $|(Av_j, v_1)/\|Av_j\|$ which represents the cosine of the angle between $Av_j$ and $r_0$. A consequence of the above inequality is that

$$\cos \angle(r_0, AK_m) \geq \max_{j=1,\ldots,m} \frac{|h_{1j}|}{\sqrt{h_{1j}^2 + \ldots + h_{j+1,j}^2}} \tag{44}$$

which is a readily computable quantity.

Another natural way to select a test vector $y$ is to rewrite (43) as

$$\cos \angle(r_0, AK_m) = \max \frac{|(y, \tilde{H}_m^m e_1)|}{\|H_m y\|}$$

and attempt to make the numerator as large as possible modulo a scaling of $y$. This gives the choice $y = \tilde{H}_m^m e_1$ which results in

$$\cos \angle(r_0, AK_m) \geq \frac{|(\tilde{H}_m^m e_1, \tilde{H}_m^m e_1)|}{\|H_m \tilde{H}_m^m e_1\|} = \frac{\|\tilde{H}_m^m e_1\|^2}{\|H_m \tilde{H}_m^m e_1\|} \tag{45}$$

If we denote the elements of the matrix $\tilde{H}_m \tilde{H}_m^m$ by $s_{ij}$, then the right-hand side is equal to

$$\frac{s_{11}}{\sqrt{s_{11}^2 + \ldots + s_{m+1,1}^2}}.$$  

The above inequality can be extended using other columns $y = \tilde{H}_m^m e_j$ and then sharpened by taking the maximum over $j$ to yield a bound similar to (44) but based on the $s_{ij}$’s.

Let now $\sigma_{m_{\min}}$ and $\sigma_{m_{\max}}$ be the smallest and largest singular values of $\tilde{H}_m$. Then, relation (45) yields,

$$\cos \angle(r_0, AK_m) \geq \frac{\sigma_{m_{\min}}^2(\tilde{H}_m)}{\sigma_{m_{\max}}^2(\tilde{H}_m)} = \frac{1}{\kappa_2^2(\tilde{H}_m)}. \tag{46}$$

A rather interesting consequence of this is the following corollary.

**Proposition 3.1** Assume that GMRES($m$), the restarted GMRES algorithm using Krylov subspaces of dimension $m$, is used to solve a nonsingular system and that at each restart the condition number $\kappa_2(\tilde{H}_m)$ is bounded from below by a constant $\tau$. Then the algorithm will converge.

Note that the proposition utilizes information on the projected problem which is not available beforehand.

We now show how to adapt the results of Section 2.1 to Krylov subspaces. The result of Proposition 2.1 would still be valid if we replace the condition (17) on $\alpha, \beta$ of Lemma 2.1 by a similar condition which must be satisfied for all $x$ in $K_m$ instead of all $x$ in $\mathbb{R}^n$.  
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The reason is that \( r_0 \) belongs to \( K_m \). Then, writing an arbitrary vector \( x \) in \( K_m \) in the form \( V_m y \) where the columns of \( V_m \) form the Arnoldi orthonormal basis of \( K_m \) we get the condition that

\[
((A - \alpha I)V_m y, (A - \beta I)V_m y) \leq 0, \quad \forall \ y \in \mathbb{R}^m
\]

Denote by \( \tilde{I}_m \) the \((m + 1) \times m\) identity matrix whose entries are equal to \( \delta_{ij} \) and notice that by (42) we have

\[
((A - \alpha I)V_m y, (A - \beta I)V_m y) = (V_{m+1} \tilde{H}_m y - \alpha V_m y, V_{m+1} \tilde{H}_m y - \beta V_m y)
\]

\[
= (V_{m+1}(\tilde{H}_m y - \alpha \tilde{I}_m y), V_{m+1}(\tilde{H}_m y - \beta \tilde{I}_m y))
\]

\[
= (\tilde{H}_m y - \alpha \tilde{I}_m y, \tilde{H}_m y - \beta \tilde{I}_m y).
\]

Then, the requirement that (17) be valid in \( K_m \) translates into the condition,

\[
(\tilde{H}_m y - \alpha \tilde{I}_m y, \tilde{H}_m y - \beta \tilde{I}_m y) \leq 0, \quad \forall \ y \in \mathbb{R}^m.
\] (47)

Denoting by \( H_m \) the \( m \times m \) matrix obtained from \( \tilde{H}_m \) by deleting its last row, an expansion of (47) yields,

\[
(\tilde{H}_m^T \tilde{H}_m y, y) - (\alpha + \beta) \left( \frac{H_m + H_m^T}{2} y, y \right) + \alpha \beta(y, y) \leq 0, \quad \forall \ y.
\]

This means that a result similar to that Theorem 2.1 can be shown. The requirement is now that \( H_m \) be positive definite, instead of \( A \). We state this result without proof.

**Theorem 3.3** Let \( \tilde{H}_m \) and \( H_m \) be the \((m + 1) \times m\) and \( m \times m \) Hessenberg matrices obtained from \( m \) Arnoldi steps applied to a matrix \( A \) and assume that \( H_m \) is positive definite. For any \( \omega > 0 \), let \( \tilde{\gamma}(\omega) \) be the largest generalized eigenvalue of the pair

\[
\begin{pmatrix}
\tilde{H}_m^T \tilde{H}_m \\
\omega
\end{pmatrix}
+ \omega I,
\frac{H_m + H_m^T}{2}
\]

Define \( \tilde{\gamma}_{\text{min}} \) to be the minimum of \( \tilde{\gamma}(\omega) \) over \( \omega > 0 \). Then,

\[
\| \tilde{r} \| \leq \sqrt{1 - \frac{4}{\tilde{\gamma}^2_{\text{min}}}} \| r_0 \|.
\] (49)

### 3.3.2 Chebyshev polynomials of the Hessenberg matrix

The relation (42) can be rewritten as

\[
AV_m = V_m H_m + h_{m+1,m} v_{m+1} e_m^T
\]

where \( H_m \) is the leading \( m \times m \) upper block of \( \tilde{H}_m \). In Arnoldi’s method some of the eigenvalues of \( A \) are approximated by eigenvalues of \( H_m \). The question addressed in this section is whether or not these approximations can be used instead of the exact ones in an inequality such as (41). It is clear that we are free to select anything we want for \( \alpha \)
and $\beta$ when defining $\hat{A}$. In particular we can use those scalars that are associated with an ellipse which encloses the spectrum of $H_m$. We will then get an inequality similar to (41), except that all quantities defined will be related to the parameters of the optimal ellipse for $H_m$ instead of $A$. Specifically, we can state the following result which is a straightforward consequence of Theorem 3.2.

**Corollary 3.1** Assume that an ellipse $E(c_m, d_m, a_m)$ with center $c_m$, focal distance $d_m$ and major semi-axis $a_m$ can be found which includes the spectrum of $H_m$. Let $\hat{A}_m = \beta_m I - \alpha_m A$ with $\alpha_m = 1/d_m$ and $\beta_m = c_m/d_m$, and $B_m$ defined by (37) in which $A$ is replaced by $\hat{A}_m$. Then the residual vector $r_m$ obtained from a Minimal Residual method using a Krylov subspace of dimension $m$ satisfies the inequality,

$$
\|r_m\| \leq \frac{\|B_m^{m} w_{0,m}\|}{\sqrt{T_{m}^{2}(c_m/d_m) + T_{m-1}^{2}(c_m/d_m)}}
$$

(50)

where $w_{0,m}$ is the $2n$ vector consisting of the subvectors $r_0$ and $\hat{A}_m r_0$.

One difficulty with the above inequality is that we do not know if the vector $B_m^{m} w_{0,m}$ can be very large since the ellipse enclose the eigenvalues of $H_m$ may potentially miss eigenvalues of $A$ which could cause the Chebyshev polynomials $T_{m}(A_m) r_0$ to be very large. The spectral radius of $B$ is provided in Theorem 3.2 to show that the asymptotic growth of the numerator in (39) is slower than that of the denominator. This spectral radius is equal to one when the eigenvalues are real and should be close to one in other situations. In fact, as is shown next, the term in the numerator of (50) also grows more slowly than the denominator. Its growth is actually governed by the eigenvalues of $H_m$, not those of $A$, i.e., they act as a power sequence associated with matrix with spectral radius $a_m/d_m + \sqrt{(a_m/d_m)^2 - 1}$. We start by recalling the following result.

**Lemma 3.1** Let $A$ be any matrix and $V_m$, $H_m$ the results of $m$ steps of the Arnoldi or Lanczos method applied to $A$. Then for any polynomial $p_j$ of degree $j \leq m - 1$ the following equality holds

$$
p_j(A) v_1 = V_m p_j(H_m) e_1.
$$

(51)

For a proof see, e.g., [12, 13]. Since the residual polynomial is of degree $m$, it is convenient to extend this result to polynomials of degree $\leq m$. For this we need to define for an arbitrary scalar $\tau$ the square matrix obtained by appending a column of zeros except in the diagonal position $(m + 1, m + 1)$ where the value $\tau$ is inserted. In other words,

$$
H_m^{\square} = ( H_m, \tau e_{m+1} )
$$

(52)

Then the desired extension of the above lemma can be stated.

**Lemma 3.2** For any polynomial $p_k$ of degree $k \geq 1$, we have

$$
p_k(H_m^{\square}) = \begin{pmatrix}
p_k(H_m) & 0 \\
e_m^T q_{k-1}(H_m) & p_k(\tau)
\end{pmatrix}
$$

(53)
in which \( q_{k-1} \) is a certain polynomial of degree \( k - 1 \). As a result, for \( 1 \leq k \leq m - 1 \),

\[
p_k(H_m^\square)e_1 = \begin{pmatrix} p_k(H_m)e_1 \\ 0 \end{pmatrix}
\]  

(54)

and for \( 1 \leq k \leq m \),

\[
p_k(A)v_1 = V_{m+1}p_k(H_m^\square)e_1.
\]  

(55)

**Proof.** To prove the first part it is sufficient to establish the result for the particular polynomials \( p_k(t) \equiv t^k \). The proof is by induction and is straightforward. The relation (54) follows from (53) and the fact that the vector \( H_m^k e_1 \) has nonzero components only in locations 1, 2, \ldots, \( k + 1 \). Finally, to prove (55) write the polynomial \( p_k \) of degree \( \leq m \) in the form

\[
p_k(t) = \eta + ts_{k-1}(t)
\]

where \( s_{k-1} \) is of degree \( \leq m - 1 \). Then,

\[
p_k(A)v_1 = \eta v_1 + As_{k-1}(A)v_1
\]

\[
= \eta v_1 + AV_m s_{k-1}(H_m)e_1
\]

\[
= V_{m+1} \left[ \eta e_1 + \bar{H}_m s_{k-1}(H_m)e_1 \right]
\]

\[
= V_{m+1} \left[ \eta e_1 + [\bar{H}_m, \tau e_{m+1}] \begin{pmatrix} s_{k-1}(H_m)e_1 \\ 0 \end{pmatrix} \right]
\]

\[
= V_{m+1} \left[ \eta I + H_m^\square s_{k-1}(H_m^\square) \right] e_1
\]

\[
= V_{m+1}p_k(H_m)e_1
\]

\[\square\]

The result we sought now follows immediately. Its goal is to essentially relate the vector sequence \( B^m w_{0,m} \) which appears in (50) with a similar vector sequence which is obtained from \( H_m^\square \). This latter sequence is then easier to analyze.

**Lemma 3.3** Assume that an ellipse \( E(c_m, d_m, a_m) \) with center \( c_m \), focal distance \( d_m \) and major semi-axis \( a_m \) can be found which includes the spectrum of \( H_m \) with at least one eigenvalue on the boundary. For any \( \tau \in E(c_m, d_m, a_m) \) define the matrices

\[
\bar{H}_m = \beta_m I - \alpha_m H_m^\square \quad \text{and} \quad \mathcal{H}_m = \begin{pmatrix} 2\bar{H}_m & -I \\ I & 0 \end{pmatrix}.
\]  

(56)

with \( \alpha_m = 1/d_m \) and \( \beta_m = c_m/d_m \). Then the following equality holds,

\[
\|B_m^\square w_{0,m}\| = \|\mathcal{H}_m^{\square} z_m\|
\]  

(57)

where \( z_m \) is the \( 2(m + 1) \)-dimensional vector consisting of the subvectors \( \|r_0\|e_1 \) and \( \bar{H}_m(\|r_0\|e_1) \). The spectral radius of the matrix \( \mathcal{H}_m \) is given by

\[
\rho(\mathcal{H}_m) = \frac{\alpha_m}{d_m} + \sqrt{\left(\frac{\alpha_m}{d_m}\right)^2 - 1}
\]  

(58)

and in particular when \( \alpha_m = d_m \) (spectrum of \( \mathcal{H}_m \) is real) then \( \rho(\mathcal{H}_m) = 1 \).
Proof. By definition,
\[
B_m^{w_0m} = \begin{pmatrix} T_m(A_m)r_0 \\ T_m(A_m)r_0 \end{pmatrix}, \quad \mathcal{H}_m^{w_m} = \begin{pmatrix} T_m(H_m)e_1 \\ T_m(H_m)e_1 \end{pmatrix}.
\]

For the previous lemma
\[
T_m(A_m)r_0 = V_{m+1}T_m(H_m)r_0
\]
and similarly for \(T_m(A_m)r_0\). Thus the equality (57) follows immediately. It remains
to determine the spectral radius of \(\mathcal{H}_m\). The result is similar to that of Theorem 3.2.
However, the matrix \(H_m^\square\) has the extra eigenvalue \(\tau\) in addition to the eigenvalues of \(H_m\). Since by assumption \(\tau\) belong to the ellipse enclosing the spectrum of \(H_m\), this ellipse also contains all the eigenvalues of \(H_m^\square\), with at least one on the boundary.

Incidentally, it is interesting to note that the residual polynomial is of degree \(m\) and
as a result the GMRES polynomial minimizes the norm of \(p(H_m^\square)e_1\) over all polynomials
of degree \(\leq m\) such that \(p(0) = 1\). The result of Corollary 3.1 replaces the GMRES
polynomial in this minimization by a Chebyshev polynomial to provide an upper bounds.

4 Numerical Examples

The behavior of the various Chebyshev bounds is now illustrated on two simple examples.
We consider an upper triangular matrix of size \(n = 50\), with diagonal entries
\[
a_{jj} = \sqrt{1/j}, \quad j = 1, \ldots, n.
\]
and non-diagonal elements are equal to a constant \(-\gamma\). This matrix can become highly
non-normal (ill-conditioned set of eigenvectors) even for moderate values of \(\gamma\). For
\(\gamma = 0.1\) the condition number of the matrix of eigenvectors exceeds \(10^{10}\). This can easily
seen by computing the eigenvectors explicitly. We tested three cases and performed all
experiments in Matlab. First, we took \(\gamma = 0.001\) and \(n = 50\) which produces a moderate
condition number of \(\kappa_2(X) \approx 8.8\) for the matrix of eigenvectors. The other two examples
used a matrix of the same size \(n = 50\) but \(\gamma = 0.005\) leading to \(\kappa_2(X) \approx 3.6 \times 10^4\) and
then \(\gamma = 0.01\) leading to \(\kappa_2(X) \approx 6.8 \times 10^7\). The initial residual is selected to be a
random vector. A comparison of the residual norms produced by the (full) GMRES
algorithm and three upper bounds is shown in Figures 3, 4, and 5 for these three tests.

Our second set of test matrices used arises from the centered difference discretization
of convection-diffusion operators. Specifically, we selected \(A\) in the form
\[
A = \begin{pmatrix} B & -I \\ -I & B & -I \\ \vdots & \cdots & \cdots & \cdots & \vdots \\ -I & \cdots & \cdots & \cdots & -I \\ -I & B \end{pmatrix} \quad \text{with} \quad B = \begin{pmatrix} A & \delta_- \\ \delta_+ & 4 & \delta_- \\ \delta_- & \delta_+ & 4 \\ \vdots & \cdots & \cdots & \cdots & \cdots \\ \delta_- & \delta_+ & 4 \end{pmatrix}.
\]
Figure 3: Actual GMRES residuals (+) and a comparison with the classical bound given by (1) (*), the vector power bound (39) (solid line), and the matrix power bound (41) (dotted line).
Figure 4: Actual GMRES residuals (+) and a comparison with the classical bound given by (1) (*), the vector power bound (39) (solid line), and the matrix power bound (41) (dotted line).
Figure 5: Actual GMRES residuals (+) and a comparison with the classical bound given by (1) (*), the vector power bound (39) (solid line), and the matrix power bound (41) (dotted line).
Figure 6: Actual GMRES residuals (‘Act. Res.’) and a comparison with the classical bound (‘Class.’) given by (1), the vector power bound (‘Power-v’) given by (39), and the projected version (‘P-Power-v’) given by (50).

with

$$\delta_+ = -1 + \gamma, \quad \delta_- = -1 - \gamma.$$  

For $0 < \gamma < 1$ the eigenvalues of $A$ are real. We generated a matrix of size 200 by taking a $20 \times 10$ grid, leading to a matrix $B$ of size 20 and a block size of 10. The parameter $\gamma$ was taken equal to 0.4 and this yields a condition number of about 3,243 for the matrix of eigenvectors. The plot shown in Figure 6 illustrates the behavior of the inequalities shown earlier. The matrix power bound was omitted from this experiment but results with the projected version (50) of the vector power bound are shown. Because of the similarity of the two bounds, one should expect them to behave similarly. In fact in many of our examples the projected and non-projected bounds were so close as to be hard to distinguish.

5 Conclusion

The error bounds which are used to analyze the behavior of Krylov subspace methods in the non-Hermitian case are often too pessimistic and utilize information that is not readily available. We have shown a number of such bounds and a few variants. In general, any attempt to model the behavior of iterates in the highly non-normal case, will lead to poor estimates. One of the main reasons for this is that the tools available for
modeling simple matrix-polynomial behavior are not accurate in the highly non-normal case, i.e., lower bounds obtained by using these tools are typically too loose. One possible solution advocated in some of the results in this paper is to exploit comparisons with sequences of the form $B^k v$ where $B$ is a matrix whose spectral radius is known. In this way, the asymptotic behavior is understood, as in the classical bounds, but the intermediate upper bounds are not too pessimistic. The use of such bounds has been demonstrated in a few examples, indicating that they are fairly accurate at the initial stages of the process before the super-linear behavior of GMRES sets in.
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