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Abstract

Recently, an increasing number of works have proposed to learn visual saliency by leveraging human fixations. However, the collection of human fixations is time consuming and the existing eye tracking datasets are generally small when compared with other domains. Thus, it contains a certain degree of dataset bias due to the large image variations (e.g., outdoor scenes vs. emotion-evoking images). In the learning based saliency prediction literature, most models are trained and evaluated within the same dataset and cross dataset validation is not yet a common practice. Instead of directly applying model learned from another dataset in cross dataset fashion, it is better to transfer the prior knowledge obtained from one dataset to improve the training and prediction on another. To address these problems, we proposed a new learning based saliency model, namely Label Consistent Quadratic Surrogate algorithm, which employs an iterative online algorithm to learn a sparse dictionary with label consistent constraint. The advantages of the proposed model are three-folds: (1) the quadratic surrogate function guarantees convergence at each iteration, (2) the label consistent constraint enforces the predicted sparse code to be discriminative, and (3) the online properties enable the proposed algorithm to adapt existing model with new data without retraining. As shown in this work, the proposed saliency model achieves better performance than the state-of-the-art saliency models.

1. Introduction

In the recent advances in sensor technology, computer vision systems are undoubtedly facing great difficulty to process the increasing number of pixels available from multiple visual sources. To tackle the information overload problem, visual saliency detection has emerged to be an efficient solution to detect the regions of interest to enhance existing computer vision system. For example, image and video compression [15], visual tracking [25] and object recognition [28, 2, 33].

Conventional saliency models employ a straightforward bottom-up solution to predict visual saliency [13, 14, 17, 39]. Recently, learning based saliency prediction models were proposed to leverage the power of machine learning techniques and human knowledge (from human fixation maps), and decipher the pattern to better predict the saliency regions. These models generally achieve stable performance on various datasets. However, the conventional learning based models in saliency prediction assume that the training data is fully observed and there exist sufficient training data. It is important to state that the collection of human fixations is time consuming and the existing eye tracking datasets are relatively small when compared with other domains. Thus, it consists a certain degree of dataset bias due to the large variations in images (e.g., outdoor scenes vs. emotion-evoking images) and human subjects. In addition, existing learning based models are trained and evaluated within the same dataset where cross dataset validation is not yet a common practice. It is important to note that existing models are unable to adapt a learned model with new training data unless the model is retrained from scratch.

To address all the aforementioned problems, we propose a new saliency prediction model, namely Label Consistent Quadratic Surrogate (LCQS) Algorithm, which employs an iterative online dictionary learning framework with label consistent constraint. The novelty of the proposed model are as followed: First, we adapt the Quadratic Surrogate (QS) algorithm [26] to solve the sparse dictionary learning problem. It enables the dictionary learning process to depend on one training sample at a time, which provides good training efficiency and convergence rate. Second, we add label consistent constrain in the dictionary learning process.
to ensure that the learned sparse dictionary can generate discriminative sparse code for saliency prediction. Last but not least, the proposed saliency model can adapt a trained dictionary with new training data. This allows us to leverage the prior knowledge from other dataset to improve the quality of dictionary on a new dataset. This property also addresses the limitation in the number and size of available human fixations datasets. As shown in Section 5, the proposed saliency prediction model achieves better performance than the state-of-the-art saliency models.

The remaining of the paper is organized as follows. Section 2 describes the related work. Sections 3 and 4 elaborate our proposed online saliency framework with LCQS algorithm. Section 5 demonstrates qualitative and quantitative results, and Section 6 concludes the paper.

2. Related Works

2.1. Saliency model

Modeling visual attention has recently raised a great amount of research interest [4, 13, 14, 17, 18, 39]. The first saliency model was proposed by Koch and Ullman [23]. Based on [23], Itti et al. [17] proposed a bottom-up computational model with center-surround feature to detect conspicuous regions. Zhang et al. [39] exploited bottom-up saliency cues from natural statistics to measure the improbability of a local patch. Harel et al. [13] introduced a Graph-Based Visual Saliency (GBVS) model to weigh the dissimilarity between two arbitrary positions to detect the conspicuous regions. In [14], Hou et al. considered saliency detection as a figure-ground separation problem and employed sparse signal analysis to solve it. Recently, Zhang et al. [38] proposed a Boolean map based saliency model to compute the saliency map by analyzing the topological structure of Boolean maps.

The aforementioned bottom-up saliency models are straightforward solutions for saliency detection. Recently, learning based saliency prediction models were emerged to leverage the power of machine learning techniques and human knowledge (from human fixation maps), and decipher the pattern to better predict the saliency regions [18, 21, 40]. Jiang et al. [18] proposed a learning based model based on the Label Consistent K-SVD (LC-KSVD) algorithm [20], where the goal is to fill the semantic gap between computational saliency models and human behavior. Despite the results demonstrated superiority over non-learning based methods, this method has to be retrained from scratch is new training data are built and shared in the community.

2.2. Online Learning

Machine learning techniques are widely employed in signal processing, neuroscience and computer vision community. Most of the machine learning techniques employ a batch learning framework, where the model was trained once with a set of training data. The training process are generally slow and the quality of the trained model are confined by the quality of the training data. In contrast, online machine learning is a model of induction that learns one instance at a time. There are two unique advantages of online learning: (1) the training instances in each learning stage is very small, which results cheaper training cost and better model convergence, (2) it avoids model retraining from scratch and can adapt the existing model with new data in the future.

There exists a variety of online learning algorithms [6, 7, 9, 22, 29, 36]. The normal herd algorithm [7] was introduced to herd a Gaussian weight vector distribution by trading off velocity constraints with a loss function. In [36], the soft confidence-weighted algorithm was proposed to address the limitation of the confidence-weighted algorithm [6], which is prone to wrongly change the parameters of the distribution. Kivinen et al. [22] presented a kernel-based algorithm with Stochastic Gradient Descent (SGD) in an online setting. This method suffered from the high algorithmic complexity and extensive memory cost for large number of training instances. The aforementioned works depended on linear model and SGD method within the original feature space, which is not capable to fully decipher the complicated patterns. Based on K-SVD algorithm [1], Jiang et al. [19] proposed the LC-KSVD model to learn an overcomplete dictionary over a set of training instances, and enforce the learned dictionary to be more discriminative. However, this method do not satisfy the mathematical properties of online learning and required to retrain model when new training instances are available. In [20], Jiang et al. extend the LC-KSVD model with an incremental learning framework with SGD. However, there is no evidence to guarantee the convergence properties in each learning stage and the model does not support online learning with new training data. In this work, we adopt an online dictionary learning algorithm, namely Quadratic Surrogate (QS) algorithm [26], as the solution for learning the sparse dictionary.

3. Sparse Coding Based Saliency Model

3.1. Feature Extraction & Sampling

Itti et al. [16] has proved that center-surround feature is effective for the modeling of visual attention. Histogram of Oriented Gradients (HOG) [8] has been widely accepted as one of the best features to capture the edge or local shape information in detection. In this work, we adopt center-surround and HOG feature as input of the proposed model.

Center-Surround Feature. Following the conventional saliency model by Itti et al. [17], an input image is sub-sampled into a Gaussian pyramid of $S$ scales from $1/1$
(scale 0) to 1/256 (scale 8). The image is decomposed into seven feature channels at each scale, including two color contrast channels (Red-Green $C_{RG}$ and Blue-Yellow $C_{BY}$), intensity channel $F$ and four local orientation channels ($O_\theta$, $\theta \in \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$) computed using Gabor filters. For each of these channels, center-surround feature maps are computed by subtracting each center pixel at a fine scale $c \in \{3, 4, 5\}$ by the corresponding surrounding pixels at a coarse scale $s = c + \delta$, $\delta \in \{2, 3\}$, yielding 6 center-surround maps in total.

**Histogram of Oriented Gradients Feature.** HOG feature can capture object’s texture and contour information against noises or environmental changes. Locally normalized HOG representation with both contrast-sensitive and contrast-insensitive orientation bins is incorporated. Similar to the feature construction in [11], we define a dense representation of an image at each particular scale $\tilde{c}$ where $\tilde{c} = c + 3$.

**Sampling Strategy.** In this work, dictionary is learned from both salient and non-salient training samples. First, a ground truth saliency map, $M_{GT}$, of an image is derived from visual fixation maps from human eye tracking data. Specifically, each fixation location is represented as a white pixel while non-fixated locations are represented with black pixels, followed by a blur operation with Gaussian kernel. Second, given the feature maps $F$ from various scale $c$ or $\tilde{c}$, training samples can be extracted based on the saliency value $v_{x,y}$ of corresponding location on $M_{GT}$. Each training sample is represented as a tuple $<v, z>$ which consists of: (1) the saliency value $v$; and (2) feature vector $z$ by extracting $r \times r$ neighborhood at corresponding pixel from $F$ and concatenating all the center-surround and HOG features. We select $n$ and $\bar{n}$ samples with the highest and lowest saliency values, respectively. In this work, we empirically set both value to 3600.

### 3.2. Label Consistent Quadratic Surrogate Model

In the context of sparse representation, the objective is to approximate a given sample as a linear combination of a small number of basis elements, where these basis elements form the subspaces of a feature space. This feature space is thought to be overcomplete such that any given sample can be represented with a relatively small set of basis elements. In this work, sparse coding approach is employed to learn an efficient representation of image features in relation to visual saliency in an online fashion. An overview of the proposed model is shown in Fig. 1. Under the formal mathematical formulation, let us suppose that $D = [d_1, d_2, \cdots, d_k] \in \mathbb{R}^{m \times k}$ is a dictionary and each column $d_i$ is known as a basis. Given a set of training feature samples, $Z = [z_1, z_2, \ldots, z_n] \in \mathbb{R}^{m \times n}$, extracted from salient and non-salient image patches, conventional sparse dictionary learning problem [1, 24, 26] is solved by optimizing the empirical cost function

$$D = \mathcal{F}(Z) = \arg \min_D f(Z, D) = \arg \min_D \frac{1}{n} \sum_{i=1}^{n} \ell(z_i, D)$$

(1)

where $\ell$ is a loss function such that $\ell(z, D)$ approximate to 0 when $D$ perfectly represent $z$. $\ell(z, D)$ can approximates the sparse solution $x$ by solving the $l_1$-minimization problem, which yields the convex optimization problem [24, 26]

$$\ell(z, D) = \min_{x \in \mathbb{R}^k} \frac{1}{2} \|z - Dx\|_2^2 + \lambda \|x\|_1$$

(2)

which can be rewritten as a matrix factorization problem with a sparsity penalty term

$$\ell(Z, D) = \min_{Z \in \mathbb{R}^{m \times k}, X \in \mathbb{R}^{k \times n}} \frac{1}{2} \|Z - DX\|_F^2 + \lambda \|X\|_{1,1}$$

(3)

where $\lambda$ is the regularization parameter and $C$ is the convex set of matrices verifying this constraints:

$$C \triangleq \{D \in \mathbb{R}^{m \times k} \text{ s.t. } \forall j = 1, \ldots, k, \quad d_j^T d_j \leq 1\}$$

(4)

Assuming that the training set is composed of i.i.d. samples of a distribution $p(z)$, i.e., $z \sim p(z)$, one element $z_t$ is drawn from $Z$ at a time in the inner loop of the learning process where $t$ is current iteration. Given the dictionary $D_{t-1}$ obtained from the previous iteration and the sparse code, $x_i \forall i < t$, computed during the previous iterations, the updated dictionary $D_t$ are computed by minimizing the following Quadratic Surrogate (QS) function

$$\hat{f}_t(Z, D) = \frac{1}{t} \sum_{i=1}^{t} \left( \frac{1}{2} \|z_i - Dx_i\|_2^2 + \lambda \|x_i\|_1 \right)$$

(5)
In [26], Mairal et al. proved that the QS function \( \tilde{f}_t \) has approximate upper bound of \( f \) in Eq. (1) and can converge to the same limit of \( f \). Thus, \( \tilde{f}_t \) acts as a surrogate for \( f \). As \( \tilde{f}_t \) is close to \( f_{t-1} \) for large values of \( t \), so are \( D_t \) and \( D_{t-1} \) under suitable assumptions, which makes it efficient to use \( D_{t-1} \) as warm restart for computing \( D_t \). QS algorithm guarantees that it certainly converges to the set of stationary points of the dictionary learning problem. Without the proof, the convergence of K-SVD is uncertain. Furthermore, QS solver can adapt prior knowledge from past learning processes to improve current dictionary learning, this property is not possessed by K-SVD.

Given the QS function \( \tilde{f}_t \), Eq. (1) can be rewritten as

\[
D = \mathcal{F}_{qs}(Z) = \arg \min_D \tilde{f}_t(Z, D) \tag{6}
\]

The details of dictionary learning and prior knowledge adaptation of \( \mathcal{F}_{qs} \) will be elaborated in Section 4.

Similar to [18], the saliency prediction problem is casted as a binary classification problem in this work. Given the training samples from Section 3.1, a discriminative sparse codes \( X \), a classification error term, \( \| Z - DX \|_2^2 \), are taken into account to approximate the discriminative sparse codes \( X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{k \times n} \) and to learn a sparse dictionary \( D \). The objective function in the dictionary learning problem for visual saliency prediction can be formulated as:

\[
< D, L, X, w > = \arg \min_{D,A,X,w} \| Z - DX \|_2^2 + \alpha \| U - LX \|_F^2 + \beta \| v^T - w^T X \|_2^2 + \lambda \| X \|_{1,1} \tag{7}
\]

and

\[
U = \begin{pmatrix}
U_0^1 & 0 & 0 & 0 & 0 \\
0 & \ddots & 0 & 0 & 0 \\
0 & 0 & U_0^S & 0 & 0 \\
0 & 0 & 0 & U_1^S & 0 \\
0 & 0 & 0 & 0 & U_1^S
\end{pmatrix} \tag{8}
\]

where the coefficients \( \alpha \) and \( \beta \) control the relative contribution of the discriminative sparse error term and classification error term, respectively. \( \psi \) is saliency labels from the human fixation ground truth and \( w \) is the classification weights to reconstruct the ground truth saliency labels. The matrix \( U \in \{0,1\}^{k \times n} \) is the discriminative sparse codes of input \( Z \) and \( L \in \mathbb{R}^{k \times k} \) is a linear transformation matrix to enforce original sparse codes in \( X \) to be more discriminative. Assuming \( Z = (Z_1^1, \ldots, Z_1^S) \) is a set of training features where \( S \) is the maximal scale and the subscript 0 and 1 indicate that the training features are from non-salient and salient samples, respectively. \( U_0^1, s \in \{1,2,\ldots,S\} \), is generated by the corresponding \( Z_0^s \). For example, if \( Z_0^s \) only contains \( z_1 \) and \( z_2 \), \( U_0^1 \) is a 2 \( \times \) 2 all-ones matrix.

To compute the optimal sparse codes \( X \), Eq. (7) can be rewritten as:

\[
< \tilde{D}, X > = \arg \min_{D,X} \| Z - DX \|_2^2 + \lambda \| X \|_{1,1} \tag{9}
\]

where \( \tilde{Z} \) and \( \tilde{D} \) are denoted as:

\[
\tilde{Z} = (Z^T, \sqrt{\alpha} U^T, \sqrt{\beta} v)^T \tag{10}
\]

\[
\tilde{D} = (D^T, \sqrt{\alpha} L^T, \sqrt{\beta} w)^T \tag{11}
\]

and \( \lambda \) is a regularization parameter. Now Eq. (9) becomes a typical sparse coding problem.

### 3.3. Saliency Prediction

Given a learned dictionary \( D \) and a set of feature patches \( Z = [z_1, z_2, \ldots, z_n] \in \mathbb{R}^{m \times n} \) extracted from all pixels in a test image. The sparse code \( x \) and saliency value \( v \) for each corresponding \( z \) can be computed as follows:

\[
x = \arg \min_{x} \frac{1}{2} \| z - DX \|_2^2 + \lambda \| x \|_1 \tag{12}
\]

\[
v = (w^T x) \cdot |w^T x| \tag{13}
\]

where Eq. (12) is solved with LARS algorithm [10] and \( w \) is obtained from Eq. (7). The predicted \( v \) from each pixel location form a saliency response \( M \).

Finally, to represent the conspicuity at every location in the visual field by a scalar quantity and simulate the field of view of human attention, saliency response \( M \) is convoluted with a Gaussian kernel \( g \) and the normalization saliency map \( \hat{M} \) is computed as:

\[
\hat{M} = \frac{M \ast g - \min(M \ast g)}{\max(M \ast g) - \min(M \ast g)} \tag{14}
\]

where \( \ast \) represents the convolution operator.

### 4. Online Dictionary Learning

In this section, we elaborate the detail steps to solve Eq. (9) with the Label Consistent Quadratic Surrogate (LCQS) algorithm, followed by the online mathematical structure to update the dictionary, and the initialization and optimization of the LCQS model. The proposed online saliency model with the LCQS algorithm is summarized in Algorithm 1.

#### 4.1. Dictionary Learning & Update

Given a set of training samples \( \hat{Z} = [\hat{z}_1, \ldots, \hat{z}_n] \) where \( \hat{z}_i \in p(\hat{z}) \), one sample \( z_i \) is drawn from \( \hat{Z} \), at iteration \( t \), to compute the decomposition of \( \hat{z}_i \), \( x_i \), with the dictionary
learned in the previous iteration, \( \mathbf{D}_{t-1} \), using LARS algorithm [10]

\[
x_t = \arg \min_{x \in \mathbb{R}^k} \frac{1}{2} \| \tilde{z}_{t-1} - \mathbf{D}_{t-1} x \|_2^2 + \lambda \| x \|_1
\]  

(15)

The computed \( x_t \) will be used to update the knowledge matrices \( \mathbf{Q} \) and \( \mathbf{H} \) via

\[
\begin{align*}
\mathbf{Q}_t &\leftarrow \mathbf{Q}_{t-1} + x_t x_t^T \\
\mathbf{H}_t &\leftarrow \mathbf{H}_{t-1} + \tilde{z}_t x_t^T
\end{align*}
\]

(16)

where \( \mathbf{Q}_0 \) and \( \mathbf{H}_0 \) are both zero matrices if there is no prior information. At the meantime, the objective function in Eq. (9) can be rewritten in an iterative fashion

\[
\begin{align*}
\mathbf{D}_t &= \arg \min_{D \in \mathcal{C}} \frac{1}{t} \sum_{i=1}^{t} \left( \frac{1}{2} \| \tilde{z}_i - \mathbf{D} x_i \|_2^2 + \lambda \| x_i \|_1 \right) \\
&= \arg \min_{D \in \mathcal{C}} \frac{1}{t} \left( \frac{1}{2} \text{Tr}(\mathbf{D}^T \mathbf{D} \mathbf{Q}_t) - \text{Tr}(\mathbf{D}^T \mathbf{H}_t) \right).
\end{align*}
\]

(17)

In the dictionary update process, the block-coordinate descent method is applied with \( \mathbf{D}_{t-1} \) as warm restart. The update procedure does not require any parameter to control the learning rate. In addition, it does not store the training samples and sparse codes from the previous iterations, but only the thesaurus matrices \( \mathbf{Q}_t = [\mathbf{q}_{1,t}, \ldots, \mathbf{q}_{k,t}] \) and \( \mathbf{H}_t = [\mathbf{h}_{1,t}, \ldots, \mathbf{h}_{k,t}] \). In each iteration, each basis in \( \mathbf{D} \) is sequentially updated, \( i.e., \) updating the \( j \)-th basis \( \mathbf{d}_j \) at a time while freezing the other ones under the constraint \( \| \mathbf{d}_j \|_2 \leq 1 \). Specifically, \( \mathbf{d}_j \) is updated to optimize for Eq. (17)

\[
\begin{align*}
\mathbf{y}_j &\leftarrow \frac{1}{\mathbf{Q}_{jj}} (\mathbf{h}_j - \hat{\mathbf{D}} \mathbf{q}_j) + \mathbf{d}_j \\
\mathbf{d}_j &\leftarrow \max(\| \mathbf{y}_j \|_2, 1) \mathbf{y}_j
\end{align*}
\]

(18)

In the LCQS model, as \( x_t \) is a sparse vector and the coefficients of \( \mathbf{Q}_t \) are often concentrated on the diagonal region, the block-coordinate descent method can be performed efficiently. In the dictionary update process, each basis in \( \hat{\mathbf{D}} \) undergoes the update until a convergence criteria is satisfied [26].

### 4.2. Initialization

For the LCQS algorithm, \( \mathbf{D}_0, \mathbf{L}_0 \) and \( \mathbf{w}_0 \) are initialized as follows. Given the training samples \( \mathbf{Z}, \mathbf{D}_0 \) can be learned with Eq. (3). For \( \mathbf{L}_0 \), the multivariate ridge regression model [12] is applied with the quadratic loss and \( l_2 \)-norm regularization as follows

\[
\mathbf{L} = \arg \min_{\mathbf{L}} \| \mathbf{U} - \mathbf{L} \mathbf{X} \|^2 + \lambda_2 \| \mathbf{L} \|^2_2
\]

(19)

which leads to the following solution

\[
\mathbf{L}_0 = (\mathbf{XX}^T + \lambda_2 \mathbf{I})^{-1} \mathbf{XU}^T
\]

(20)

where \( \mathbf{I} \) is an identity matrix and \( \lambda_2 \) is the regularization parameter. Similar to initializing \( \mathbf{L}_0, \mathbf{w}_0 \) can be obtained by

\[
\mathbf{w}_0 = (\mathbf{XX}^T + \lambda_1 \mathbf{I})^{-1} \mathbf{Xv}^T
\]

(21)

where \( \lambda_1 \) is the \( l_1 \)-norm regularization parameter. Once \( \mathbf{D}_0 \) is computed, the LARS algorithm is performed to compute \( \mathbf{X} \) which will be fed to Eq. (20) and Eq. (21) to initialize \( \mathbf{L}_0 \) and \( \mathbf{w}_0 \).

### 4.3. Prior Knowledge Adaptation

As illustrated in Algorithm 1, the thesaurus matrices \( \mathbf{Q} \) and \( \mathbf{H} \) can be generated and saved as prior knowledge in each iteration. When we initiate a new dictionary training process with an unseen dataset, the proposed model first reviews if there exists prior knowledge generated from the previous dictionary learning processes. If there is no prior knowledge, \( \mathbf{Q} \) and \( \mathbf{H} \) are initialized as zero matrices. As shown in our experiments, the prior knowledge improves the dictionary learning, especially in the scenario where the training dataset is relatively small.

---

**Algorithm 1: Pseudo code for Label Consistent Quadratic Surrogate algorithm**

**Input:** \( \mathbf{Z}, \mathbf{v}, T, \lambda, \alpha, \beta \)  
**Output:** \( \mathbf{D}, \mathbf{w} \)

1. Initialize: \( \mathbf{w}_0, \mathbf{L}_0, \mathbf{U} \)
2. if Prior knowledge exists then
   3. \( \mathbf{Q}_0 \leftarrow \mathbf{Q}_{past}, \mathbf{H}_0 \leftarrow \mathbf{H}_{past}; \)
   else
5. \( \mathbf{Q}_0 \leftarrow 0, \mathbf{H}_0 \leftarrow 0; \)
6. end
7. Compute \( \mathbf{\tilde{Z}} \) and \( \mathbf{\tilde{D}} \) by Eq. (10) and Eq. (11);
8. for \( t = 1, 2, \ldots, T \) do
9. Draw \( \mathbf{\tilde{z}}_t \) from \( \mathbf{\tilde{Z}}. \)
10. Compute \( x_t \) with Eq. (15)
11. Compute \( \mathbf{Q}_t, \mathbf{H}_t \) with Eq. (16)
12. Compute \( \hat{\mathbf{D}}_t \) using block-coordinate descent method with \( \mathbf{D}_{t-1} \) as warm restart:
13. repeat
14. for \( j = 1 \) to \( k \) do
15. Update sequentially the \( j \)-th column to optimize by Eq. (18).
16. end
17. until convergence
18. Update \( \hat{\mathbf{D}}_t \)
19. end
20. Decompose \( \mathbf{D} \) and \( \mathbf{w} \) from \( \hat{\mathbf{D}} \) by Eq. (11)
21. return \( \mathbf{D} \) and \( \mathbf{w} \).
4.4. Optimization

Leverage the prior knowledge. At each iteration, the new thesaurus information is updated with equal weight as the prior information. In the online learning literature, a general practice is to allocate new information with more weight while reducing the weight of existing information to boost the process of convergence [27]. By taking this practice into account, Eq. (16) can be replaced by
\[
Q_t = \beta Q_{t-1} + x_t x_t^T, \\
H_t = \beta H_{t-1} + \tilde{z}_t x_t^T
\]

(22)

where \( \beta = (1 - \frac{1}{t})^p \) and \( p \) is the convergence rate factor. Correspondingly, Eq. (17) becomes
\[
\tilde{D}_t = \arg\min_{D \in \mathbb{C}^{t \times t}} \frac{1}{t} \sum_{j=1}^{t} \left( \frac{j}{t} \right)^p \| \tilde{z}_j - \tilde{D}_t x_t \|_2^2 + \lambda \| x_t \|_1
\]

\[
= \arg\min_{D \in \mathbb{C}^{t \times t}} \frac{1}{t} \left( \frac{1}{2} \text{Tr}(\tilde{D}_t^T \tilde{D}_t) - \text{Tr}(\tilde{D}_t^T H_t) \right)
\]

(23)

Now, Eq. (17) is a special case of Eq. (23) when \( p = 0 \).

Update with mini-batch. To improve the convergence speed, \( \eta > 1 \) samples are drawn at each iteration instead of a single sample using the same heuristic in the stochastic gradient descent algorithm. Let us denote \( \tilde{z}_{t,1}, \ldots, \tilde{z}_{t,n} \) as the samples drawn at iteration \( t \). Hence, Eq. (16) can be rewritten to update the thesaurus information with multiple training samples as:
\[
Q_t = Q_{t-1} + \frac{1}{\eta} \sum_{i=1}^{n} x_{t,i} x_{t,i}^T, \\
H_t = H_{t-1} + \frac{1}{\eta} \sum_{i=1}^{n} \tilde{z}_{t,i} x_{t,i}^T
\]

(24)

5. Experiments

5.1. Experimental Configuration

Datasets and Evaluation Configuration. The proposed model is evaluated on 3 benchmark eye tracking datasets: MIT dataset (MIT) [21], Object and Semantic Images and Eye-tracking dataset (OSIE) [37] and NUS Eye-Fixation (NUSEF) dataset [32]. These datasets consist of large number of affective stimuli [8], which is beneficial in this work. The details are summarized in Table 1. In this work, we compared the proposed method with the LC-KSVD saliency model [18] and 4 state-of-the-art bottom-up saliency models (i.e., Itti [17], GBVS [13], SUN [39] and Image Signature [14]).

Three types of experiment configuration are used to validate the performance. Firstly, we evaluate the proposed model with the conventional learning strategy (denoted as Baseline, see Fig. 2(a)). Under this strategy, the training set and evaluation set are both selected from the dataset A. Secondly, we conduct evaluation with cross dataset validation (denoted as CrossDB, see Fig. 2(b)). In this configuration, saliency model is trained on dataset B and predicts on dataset A. Thirdly, we leverage the prior information from another dataset to improved the model’s quality. The training and prediction are both conducted on dataset A, while the trained model with the prior knowledge of dataset B is used under online learning configuration (denoted as Adaptive, see Fig. 2(c)).

The correlations of the visual content between datasets are considered for datasets selection for the CrossDB and Adaptive configurations. The MIT and OSIE datasets both contain natural scene images. Hence, we conducted two experiments by mirroring the role of MIT and OSIE, which provides understanding when leveraging prior knowledge from similar dataset as well as study the impact of the center bias factor. We also conduct one set of experiment by leveraging information from MIT to NUSEF in order to exploit the disadvantage of naive CrossDB method. A large

\[
Table 1: Overview of the eye tracking datasets. The human eye fixation ground truth were collected from free-viewing on each image.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Subjects</th>
<th>Durations</th>
<th>Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT [21]</td>
<td>15</td>
<td>3 sec</td>
<td>1003 natural indoor and outdoor scene images</td>
</tr>
<tr>
<td>OSIE [37]</td>
<td>15</td>
<td>3 sec</td>
<td>700 natural indoor and outdoor scene images, aesthetic photographs from Flickr and Google</td>
</tr>
<tr>
<td>NUSEF [32]</td>
<td>25</td>
<td>5 sec</td>
<td>758 everyday scene images from Flickr, aesthetic content from Photo.net, Google, emotion-evoking IAPS pictures</td>
</tr>
</tbody>
</table>
portion of NUSEF images contain emotional faces, nudes and actions, which have semantic impact on human fixations and different from the MIT and OSIE datasets.

**Evaluation Metrics.** There are several widely used metrics to evaluate the performance of visual saliency models with human fixation data. The Area Under the ROC curve (AUC) [35] considers human fixations as the positive set and some points from the image are randomly chosen as the negative set. However, AUC generates a large value for a central Gaussian model and is affected by center bias [34]. To address this problem, the shuffled AUC (sAUC) [35, 39] was introduced to select negative samples from human fixation locations from all other training sample. In addition, the Normalized Scanpath Saliency (NSS) [31] and the Correlation Coefficient (CC) [30] are employed to measure the performance. NSS is defined as the average saliency value at the fixated locations in the normalized predicted saliency map which has zero mean and unit variance, whereas CC measures the linear correlation between the saliency prediction and the ground truth. As mentioned in [34], observers show a marked tendency to fixate on the screen center and this center bias is shown in the MIT dataset [21]. The GBVS model implicitly used center-preference to predict saliency [13]. To conduct fair comparison, we use a 200 × 200 pixels Gaussian blob (σ = 60) as center bias and multiplying with saliency maps to compute CC and NSS [3].

The Gaussian kernel for blurring affects the sAUC, NSS and CC scores. We parametrize the standard deviation of the blurring kernel from 0 to 0.08 in steps of 0.01. We first generate the saliency maps from various models without smoothing, followed by blurring them with various kernels. The blurred saliency maps are used to generate the respective scores. The three evaluation metrics are complementary and provide a more objective evaluation of various models. All performance is reported with the mean accuracy using 10-fold cross validations.

### 5.2. Performance Evaluation

The quantitative results are shown in Fig. 3 whereas the maximum scores are shown in Table 2. We first evaluate the results under the baseline configuration. The proposed LCQS-Baseline outperforms all methods across all blur widths with a noticeable margin in most scenarios. This is due to the advantage from the dictionary training stage and the convergence properties of the QS algorithm. On MIT, LCQS-Baseline remarkably outperforms other models on sAUC, whereas the best NSS and CC of the other models are close to LCQS-Baseline. Quite a number of MIT images have a dominant object in the center of the image, this results a saliency model to detect the same object as predicted by other models.

For the cross dataset validation, LCQS-CrossDB significantly outperforms LCKSVD-CrossDB which shows a consistent pattern between LCQS-Baseline and LCKSVD-Baseline. The sAUC, NSS and CC of LCQS-CrossDB is lower than LCQS-Baseline’s on OSIE and NUSEF, whereas LCQS-CrossDB is higher than LCQS-Baseline on MIT. This is partly due to the fact that MIT has a considerable portion of fixations in the center and the saliency map of LCQS-CrossDB has more false detections on the center.

LCQS-Adaptive achieved the best performance over sAUC, NSS and CC across all blur widths on all datasets. Compared to the naive cross dataset configuration, it benefits from eliminating the dataset bias by leveraging other datasets’ prior knowledge. The improvement of LCQS-Adaptive over LCQS-Baseline on NUSEF is also observed (with smaller margin) despite that the visual content on MIT are significant different.

The qualitative results are shown in Fig. 4. LCQS-Baseline shows more consistent maps with human fixations than other comparative models. For example, it better detects the two ships in the fourth row. By taking the prior knowledge, LCQS-Adaptive has a stronger response on human face in the sixth row which better approximates human fixations than the result of LCQS-Baseline.

### 6. Conclusions

In this work, we have presented a new learning based saliency prediction model, which employ an iterative online algorithm to learn a sparse dictionary with label consistent constraints. By utilizing the advantage of quadratic surrogate algorithm and label consistent constrains, the proposed model consistently achieves noticeable improvement over existing state-of-the-art saliency models, as well as addressing the problem of insufficient eye fixation datasets by leveraging the prior knowledge from a learned model to improve the quality of learning.
Figure 3: Shuffled AUC, NSS and CC scores on various datasets with various models. The blur width is parameterized by a Gaussian's standard deviation in image widths.

Figure 4: Qualitative results of the proposed LCQS saliency model and various state-of-the-art models. Row 1 & 2 are samples from MIT dataset, Row 3 & 4 are samples from OSIE dataset, and Row 5 & 6 are samples from NUSEF dataset. The configuration for the cross dataset learning are as stated in Section 5.1. The suffix A, B, and C stand for Adaptive, Baseline, and CrossDB, respectively.
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