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Abstract—The abundance of compute and storage resources available in the cloud makes it well-suited to addressing the limitations of mobile devices. We explore the use of cloud infrastructure to optimize content-centric mobile applications, which can have high communication and storage requirements, based on the analysis of user activity. We present two specific optimizations, precaching and prefetching, as well as the design and implementation of a middleware framework that allows mobile application developers to easily utilize these techniques. Our framework is fully generalizable to any content-centric mobile application, a large and growing class of Internet applications. A news aggregation application is used as a case study to evaluate our implementation. We make use of a cosine similarity scheme to identify users with similar interests, which in turn is used to determine what content to prefetch. Various cache algorithms, implemented for our framework, are also considered. A workload trace and simulation are used to measure the performance of the application and framework. We observe a dramatic improvement in application performance due to use of our framework with a reasonable amount of overhead. Our system also significantly outperforms a baseline implementation that performs the same optimizations without taking user activity into account.
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I. INTRODUCTION

Mobile devices have become increasingly prevalent in recent years. It is estimated that more than half of all adults in the United States own a smartphone [25]. The convenience and portability that these devices offer has made them a primary means of interacting with the virtual world, whether to communicate with others or to access and produce content. Moreover, the growth in ownership of these devices has been accompanied by an explosion of mobile applications and software specifically designed to run on phones and tablets. Mobile devices are becoming increasingly versatile, and many tasks that once required a desktop or notebook computer can today be carried out entirely on mobile systems.

However, mobile devices are not without drawbacks. First, the processing power of these devices is necessarily less than that of traditional computers. This is not only because of the small size of mobile devices, but also because of the lack of cooling for hardware components. While multi-core mobile CPUs are becoming more common, they still cannot match the processing power of today’s notebooks, desktops, and servers. Additionally, mobile devices are inherently limited by their reliance on battery power. This makes energy a precious resource that must be used wisely in order to extend battery life. Finally, mobile phones often must operate over cellular networks, which are slower and less reliable than traditional computer networks. This is further complicated by the fact that network communication is a particularly expensive operation in terms of energy and that many mobile users have carrier-imposed limits on data traffic.

Although mobile systems invest significant effort to mitigate these problems, most solutions require significant familiarity with the platform and hardware upon which the applications will be deployed. The cloud provides great opportunities as it has a large number of resources and can support multiple users through the elasticity and scalability of its resources. Hence, it can be used for mitigating the problems seen above by offloading the processing of content on the cloud. To exploit the capabilities of cloud we have developed a cloud/mobile device-based middleware framework that is able to optimize content-centric mobile applications with minimal effort required from their developers.

Specifically, we focus on mobile applications that access remotely-stored content on behalf of their users. These include a wide variety of popular applications including news readers, video and image viewing applications, music players, as well as other domain-specific applications that fetch content to user devices. Our system is currently designed only for applications in which users are consumers of content and do not produce or share any content of their own. Remote resource retrieval is typically an expensive proposition, as it involves both computation and significant network communication. Resource retrieval can also incur a substantial cost in terms of latency, especially if additional content processing is necessary before it can be delivered. This often results in a noticeable delay that disrupts the user’s experience. The middleware employs two principal strategies, based on user profiling, to reduce these costs.

1) Precaching: When a resource is retrieved and processed, the system caches the processed version in the cloud. Future requests for this resource can be satisfied by a cache lookup rather than a direct retrieval that may also involve intermediate processing.

2) Prefetching: The system speculatively pushes a resource to a user’s device, where it is cached in hopes of a future request for that resource. If such a request occurs, it can be satisfied without any network communication.

An important aspect of the system is its mechanism for choosing when to prefetch specific resources for a specific user. Prefetching too few resources means the user will see little to no visible benefit from optimizations, while prefetching too many resources results in the unnecessary consumption of network bandwidth and energy. In order to make intelligent prefetching decisions, we attempt to model and identify a user’s region of interest – the subset of resources that they are particularly likely to access. This requires the system to record user access...
patterns and to analyze them through user profiling and data mining techniques.

We have implemented an Android/Amazon EC2-based middleware system and evaluated it using a real-world News Aggregator application. A trace-driven emulation using a workload trace derived from Twitter/Disqus feeds is used to evaluate the performance of the application and to analyze the effects of optimizations as carried out by the middleware. Our results indicate that the middleware is able to significantly reduce access latency with negligible delay introduced by its data processing.

II. BACKGROUND & RELATED WORK

A. Mobile Offloading

Much work has been done in efforts to offload computationally expensive operations from mobile devices to back-end servers, possibly running in the cloud [22]. This technique can generally be viewed as a form of remote procedure call in which the client is a mobile device. Many systems [8], [21], dynamically choose to run code locally or at a remote location depending on the projected cost of the operation, the potential overhead of offloading, and the current state of the mobile device. Other work has examined the potential for sharing offloading computations among multiple mobile devices [17]. These systems have demonstrated improvements in performance as well as a reduction in energy consumption for a variety of applications, such as image processing and games. The burden imposed on the mobile application developer by each of these systems varies. For example, [21] requires the use of a specific framework, [8] requires the use of code annotations, while [6] works through static analysis and requires no changes in code. The most recent work in mobile offloading [12] deals with offloading computation on cloudlets, though this work does not use any user profiling like we do.

B. Mobile Usage Patterns

As mobile devices have become increasingly ubiquitous, researchers have become interested in identifying the ways in which these devices are used. Multiple studies [5], [7], [10] have shown that smartphone usage exhibits both temporal and spatial patterns. That is, the way in which a person uses a mobile device is directly related to the time of day and that person’s location. Moreover, significant work has already been done to investigate the use of data mining techniques to elucidate these kinds of patterns [19], [23], [24], although these techniques are not specifically targeted to mobile device usage data.

In our past work [16], we have demonstrated the use of region of interest abstraction to reduce the latency of data access with the use of cloud. In this paper we demonstrate the utilization of past work to build a scalable, configurable and generic framework which can be used by developers to build content-centric cloud-based mobile applications. Our framework supports a default configuration which can be used by the developers out-of-the-box.

C. Recommender Systems

Recommender systems seek to identify the resources, such as movies or books, that would be most useful for a particular individual. This can be done through simple content-based approaches or through more sophisticated analysis techniques like collaborative filtering [9] and matrix factorization [11]. At a high level, the goal of a recommender system is to analyze user behavior, whether in the form of explicit item ratings or more implicit usage patterns, in order to identify that user’s preferences and to suggest items that conform to those preferences. While both recommender systems and our middleware system aim to determine a user’s interests, they have slightly different end goals. A recommender system will attempt to bring items to a user’s attention that the user would normally overlook if left to his or her own devices. This objective is known as serendipity or novelty in the recommender systems literature [13]. In our setting, the user’s consumption of a novel item is problematic because it precludes any possibility of anticipating and thus optimizing the retrieval of this content.

D. Prefetching

Prefetching is a well-studied practice in the web browsing domain. Most modern browsers support or engage in prefetching to reduce load times. Much research has also been done to improve prefetching techniques in a web context [19], [26]. These efforts typically seek to identify relationships between web pages, which can be in the form of explicit hyperlinks or common access patterns exhibited by users, that may be able to predict which web pages a user is most likely to navigate next. The use of prefetching to improve the mobile user experience has also been studied extensively. The Informed Mobile Prefetching system [14], for example, makes prefetching decisions based on current network connectivity. Microsoft has also investigated prefetching on its mobile devices, both to predict which applications a user will open in the near future [20] and to prefetch advertisements [18]. Amazon has deployed the Silk browser [1] to offload expensive computations and to perform prefetching for its Kindle devices. Prefetching is also studied for various domains and applications like Spotify [27] and mobile advertisement deliveries [15]. But the prefetching techniques used in these systems are very specific to that particular domain and cannot be generalized to other domains. Here, we have developed a middleware that exploits user interests to drive optimizations in a framework that can be integrated with and customized for specific applications by mobile developers with minimal effort.

III. OVERVIEW OF MIDDLEWARE FRAMEWORK

We have developed a cloud-based middleware for Android applications. Our middleware strives to allow mobile application developers to utilize the region of interest [16] abstraction and the optimizations it entails, namely precaching and prefetching. A region of interest is the subset of an application’s features or content space that is most commonly utilized by a specific user and therefore of most relevance to that user. Several users may have the same region of interest or may have overlapping regions of interest. This concept can assume a number of different forms, depending on application domain. In an application primarily concerned with physical location, for example, a user’s region of interest might correspond to a specific geographic area, while in an information retrieval application the region of interest might be a collection of topics or terms. This abstraction forms the core of our middleware.
We employ data mining techniques in an effort to identify each user’s region of interest. Once this is known, we can attempt to predict which content a user is most likely to access in the future, allowing us to anticipate user actions and optimize for them.

Ideally, the system should achieve meaningful improvements in application performance even when a minimum of effort is put forth by the application’s developer. Conversely, if the developer wishes to invest the time to customize the middleware’s behavior to better match his or her own use case, then this should also be supported. This situation leads to several important goals for the design and implementation of the middleware, both at the user level and at the system level.

**User-Centric Goals**
- Present a small but flexible interface to the developer
- Allow for clean and concise code
- Require minimal changes when integrating middleware into an existing application
- Provide a sensible default configuration while also supporting customization

**System-Centric Goals**
- Use a modular design to support user customization
- Make intelligent use of cloud resources
- Incur minimal data processing overhead
- Achieve performance that is no worse than that of an unoptimized version of the application in any situation

Our middleware presents a key-value store as its principal interface to Android applications. Each key-value pair corresponds to an atomic item of content. The key is a unique identifier and handle for the content, such as a hash value or URL, while the value is the content itself. This could be text, an image, or even an application-specific data structure. The middleware supports keys and values of arbitrary types, thus allowing it to generalize to a wide variety of application domains. An application then performs a `get` operation in order to retrieve a resource. Note that the middleware achieves both location and access transparency. That is, an application has no knowledge of whether a resource has been retrieved from its cloud server, which in turn must synchronously fetch the content from the source and process it before responding to the client. This procedure can involve significant latency, as the user application blocks until the necessary data has been retrieved, processed, and delivered. In the second scenario, the application must again retrieve the content from the cloud, but fortunately the item is precached by the cloud-side server and thus can be immediately delivered to the mobile client. We therefore effectively cut out operations 3 and 4. The time required to complete the operation is therefore dominated by network round-trip time. Finally, in the ideal situation, the user requests content that was speculatively pushed to his or her device, in which case the relevant content is obtained without any network communications and without any perceivable delay — simply operations 1 and 6.

An application developer must specify how resources are retrieved from their sources, as the middleware has no way of inferring this. This is done through the implementation of a simple interface. Similarly, if a developer wishes to deploy a specific data-mining scheme in order to analyze and predict user behavior, they must also implement a particular interface that can then be freely plugged in to the rest of the middleware system. This can be particularly valuable if a developer seeks to analyze the content of user requests in addition to the requests themselves. However, some data-mining techniques may be content-neutral, meaning they can generalize to different domains. In that case, a user can easily configure the middleware to make use of implementations written by others in order to avoid the burden of implementing this functionality for themselves. The developer also has the freedom to implement a cache eviction policies specific to their application domain.

**IV. Architecture & Implementation**

Our system is made up of several components, each of which has a specific role and specific means of interaction with the other components. The ResourceManager, as its name suggests, manages content for an application. This includes requesting and caching content, as well as updating the ResourceServer of user activity. When requests cannot be satisfied locally, the ResourceManager communicates with the cloud-based ResourceServer on behalf of the mobile application. It is within the cloud where the ResourceServer satisfies requests that could not be made locally by either getting the requested content from its cache, or having the ResourceFetcher fetch it from its origin to be processed, cached, and sent to the user. The ResourceServer also works in sync with the PredictionEngine, feeding it content and user history, in order to forecast user requests, and speculatively push content to the mobile users. The complete system is diagrammed in Figure 2.

**A. ResourceManager**

The ResourceManager is resident on an Android device and is the means by which a developer’s application makes use of the middleware system. It exposes a key-value store to
the application that is used to transparently retrieve content. As such, the ResourceManager features a relatively simple interface. This interface is further simplified by the fact that a read-only view of the key-value store is sufficient, as the Android application will consume content but will not produce any content of its own. Thus, an Android application makes use of two major features of the ResourceManager:

1) `get(key)` retrieves the content corresponding to the provided key.
2) `getAvailableResources()` produces a collection of keys, each of which represents an item of content that is currently available for user consumption.

B. ResourceServer

The ResourceServer is deployed on cloud infrastructure and is responsible for servicing requests for content. A single ResourceServer is intended to handle the traffic generated by a large number of ResourceManager instances acting on behalf of Android applications. The ResourceServer is expected both to retrieve content directly from its source using an implementation of ResourceFetcher and to manage this content on behalf of mobile application clients. This component is also responsible for carrying out optimizations based on input from the PredictionEngine. Therefore, the ResourceServer may initiate retrieval and processing of content either as a direct response to a user request or as a prefetching measure. The server will also speculatively distribute content to mobile clients as a prefetching measure.

Client requests processed by the ResourceServer can be broken down into four different types, each of which is handled differently:

1) **Fetch**: Retrieve the content item corresponding to a supplied key.
2) **Survey**: Retrieve a list containing keys for all resources currently available.
3) **Prefetch**: Retrieve content to be cached on a mobile device for future use.

4) **Update**: Alert the server about user requests that were satisfied by prefetched content.

The update operation merits further discussion. The operation is necessary in order to maintain consistency between a mobile client and the cloud-based server. The best-case scenario in terms of performance and user experience occurs when the user requests content that has been prefetched, as that request can be satisfied immediately and without any network communication. Thus, when the middleware is doing its job well, there will be user requests that ordinarily never reach its cloud components. This is a problem, as these requests are precisely the information that must be collected and analyzed if intelligent optimizations are to be carried out. To address this problem, the ResourceManager will periodically contact the ResourceServer in order to synchronize user request history. This allows the mobile client to benefit from prefetching while also keeping the server informed of user events for data mining purposes.

This situation leads to an interesting trade-off between consistency and bandwidth/energy consumption. We see this trade-off in two situations, each mirroring the other. First, we must decide how frequently to synchronize user request history between mobile application instances and the server. Second, we must decide how frequently to ping mobile applications in order to initiate prefetching of content. If either of these operations are performed too frequently, unreasonable amounts of energy and bandwidth may be consumed. If either of these operations aren’t performed frequently enough, server-side user data becomes too stale and mobile clients end up retrieving content from the cloud that could have been prefetched. Both time-based variables are easily adjusted in our middleware to achieve a desired balance.

C. ResourceFetcher

This component is responsible for all interaction with content sources. Its interface consists of two operations, and it is essentially equivalent to the interface exposed to Android applications by the ResourceManager. These two operations are:

1) `fetchFromOrigin(key)`: given a key, retrieves the corresponding content to be processed from its source.
2) `getAvailableResources()`: produces a collection of keys, each of which represents an item of content that is currently available for user consumption.

However, there are several key differences between the ResourceFetcher and the ResourceManager. While the get operation of the ResourceManager may transparently involve the utilization of precaching or prefetching optimizations, the ResourceFetcher always retrieves content directly from the source. Similarly, when a ResourceManager requests a list of available resources from a ResourceServer, it may receive a cached version in response. A ResourceFetcher, however, always computes a fresh view of the available resources.

Note that an application developer is responsible for the implementation of the ResourceFetcher. He or she must
specify how to retrieve a specific item of content from its source as well as how to create a collection of identifying keys for the resources that are currently available. While this does require some effort, the middleware has no way of inferring how to accomplish these tasks, as it generalizes across various content domains. Furthermore, as its interface consists of just two operations, the burden of implementing the ResourceFetcher is as minimal as possible.

D. PredictionEngine

The PredictionEngine is responsible for suggesting items of content that are likely to be accessed by a particular user in the near future. It is therefore where all data analysis takes place. In order to accomplish this task, the PredictionEngine is informed of all user activity by the ResourceServer. The PredictionEngine is also provided the requested content itself, although it may or may not make use of this information. For example, in an implementation that is intended to apply to multiple application domains, a prediction engine would most likely process user request metadata but choose to ignore the content of these requests, as the structure of this content is likely to vary across different domains.

The interface of the PredictionEngine is primarily concerned with the exchange of information between itself and the ResourceServer. This includes receiving user data and content as input and producing prefetch suggestions as output.

Much like the ResourceFetcher, the PredictionEngine is generally expected to be implemented by the application developer. While this is a non-trivial task, it allows the middleware to be as flexible as possible and developers are free to use ready-made general implementations. Furthermore, we’ve kept the interface small, requiring the implementation of just four operations. As mentioned above, some implementations may attempt to mine request metadata, while others may examine the actual content that is consumed by users in order to identify patterns and make predictions. Additionally, some implementations may be designed to support prediction pulling, in which predictions are computed upon demand and delivered synchronously to the server, while others may support prediction pushing, in which user data is processed and predictions are produced in the background and asynchronously delivered to the server to be used at a later point in time.

E. Cloud and Mobile Caches

Similarly, the CloudCache and MobileCache are to be implemented by the application developer. The cloud cache stores preprocessed, precached content accessible by all users. The mobile caches on the other hand store preprocessed, precached content specific to the user of the resident device. Both cloud and mobile caches can be implemented with unique policies to satisfy unique usage patterns, making the middleware as general as possible. In this way, the caches can be optimized with contextual knowledge from the mobile device, and auxiliary information from the prediction engine. This particular generalization is achieved without placing a burden on the developer. The cache interfaces, which match that of Java’s Map interface, allows developers to use a relatively simple policy, such as LRU, simply by extending Java’s HashMap class. Alternatively, they can tailor a more sophisticated policy to their application’s needs, and user patterns.

F. Concurrency and Synchronization

Because the ResourceServer runs on cloud infrastructure and is expected to manage content for, and handle traffic from many mobile clients, there is strong motivation to achieve concurrency in its implementation. Not only do we have the necessary processing power available to us, but concurrency is also essential if the server is expected to scale well. To this end, the ResourceServer has generally been written to favor asynchrony and concurrency over synchronous and blocking computations. To achieve this, the ResourceServer makes use thread pools which generally need not contain more than a handful of threads. The size of the thread pools can be specified by the developers, which can be very useful for scaling the system up or down depending on expected load.

V. Application Case Study

A. News Aggregator Application

We have deployed a News Aggregator application that utilizes our middleware in order to evaluate the effectiveness of the system in a real-world setting. It is inspired by Flipboard [3], a commercially-available mobile application that integrates content from news providers, blogs, and social media into a single readable interface. Our application is a more simple news article aggregator, meaning it collects articles from various news outlets and presents them to the user for consumption. To begin, a user is first presented with a list of general topics. Upon choosing a topic, he or she is presented with a list of headlines pertaining to that topic and then must select an item from the list in order to read the corresponding article. The application uses an external library [4] to parse the source webpage of a news article and discard extraneous material like advertisements, comments, and distracting images. This allows the application to present only the body text of the article to the user.

This application exhibits several characteristics that make it amenable to cloud-based optimization. First, the application involves extensive communication due to the fact that it gathers information from several different news sources. Also, the application has high storage demands due to the large volume of articles that it may process and disseminate to its users. It is natural, therefore, to split the functionality of the application between the cloud and a user’s mobile device. The cloud can perform article retrieval, extraction, and storage on behalf of the user. Because of their high resource demands, these tasks would be costly to perform and could disrupt other user operations if performed directly on a mobile device.

What makes the news aggregator even more suitable for cloud-based optimization, however, is its article extraction process. We found that the source webpage for a news article had an average size of about 260 KB, while the body text for that article had an average size of about 4 KB. Thus, if we perform article extraction in the cloud, we find that we can dramatically reduce the amount of data traffic induced by the application, at least from the perspective of a mobile device. However, the downside to this arrangement is that the
extraction process is computationally expensive. We’ve found that it typically requires approximately 4 or 5 seconds of CPU time. This arrangement provides strong motivation to attempt to perform optimizations in order to achieve the data reduction benefits of extraction without suffering from its computational cost. Therefore, the fact that we’ve introduced the cloud as an extra hop between article source and end user can be justified by its ability to carry out such optimizations.

In order to apply the middleware in this context, we define the region of interest to be the topics and news items that a user most consistently wants to read about. For example, we may find that one mobile user enjoys reading about specific sports teams, while another likes to keep up with the latest political developments. Thus, if we can develop a reliable means of identifying these interests, we may be able to predict which articles a user is likely to read in the near future and perform the precaching and prefetching operations discussed earlier.

B. Prediction Engine

In order to test the middleware, a prediction engine that is suitable for the news aggregator is required. We use a prediction scheme that relies on the cosine similarity metric to identify similar pairs of users. We maintain a bit vector for each user, with one entry for each article known to the system. If the user has read that article, the corresponding entry in their bit vector is set to 1, otherwise it is 0. Then, given two user history vectors and , we compute their similarity as follows. This score must be between 0 and 1, and a higher score indicates a stronger similarity between two users.

\[ s(u, v) = \frac{u \cdot v}{\|u\| \|v\|} \]  

We can then construct the region of interest from all articles that have been read by individuals who are sufficiently similar to a given user. This assumes that users naturally fall into clusters based on their interests. We can define a similarity threshold to and assume that all individuals whose similarity to a given user does not exceed are irrelevant to that user. Let be the user history vector of user and let be the set of users who are sufficiently similar to to be deemed relevant. Thus:

\[ U(x) = \{y \mid s(H(x), H(y)) \geq T\} \]  

Let be the set of articles read by user . We can then compute a user’s region of interest as follows:

\[ \text{RoI}(x) = \bigcup_{y \in U(x)} R(y) \]  

This logic comes into play each time a user reads an article, as we then prefetch that article for all users who are considered sufficiently similar to the original user.

Our current implementation does not allow the PredictionEngine to suggest that an article be precached rather than prefetched, although enabling this behavior would only require a minor change to the PredictionEngine interface. Instead, the server will retain a copy of an article in its cache after prefetching or retrieving that article, which means that precaching currently occurs only as a side-effect of prefetching and unoptimized retrieval.

VI. Experimental Evaluation

A. Experimental Setup

We used a trace-driven emulation of mobile client requests in order to test the performance of the news aggregator combined with our middleware system. We used data from Twitter and Disqus to construct a workload trace for the news aggregator. Specifically, we collected all Tweets that were issued by CNN between early February and early April of 2014. CNN will emit Tweets to announce the posting of a new article to its website. We interpret this as a publish event, i.e., the article that was announced by the Tweet is now available for user consumption. Additionally, we used an API provided by Disqus [2] to collect all user comments on these articles. We interpret these as consumption events. That is, when a user comments on an article, we assume that they have read this article and treat this event as such in our workload trace.

In order to evaluate the effectiveness of the middleware, we emulated the interactions of 40 users, corresponding to the most prolific commenters from our dataset. More specifically, we deployed the ResourceServer, PredictionEngine, and ResourceFetcher components of the middleware on a c1.xlarge instance in Amazon’s EC2 (Elastic Cloud Compute) infrastructure and then emulated the activities of 40 mobile clients corresponding to each of these users by emitting a sequence of requests that directly correspond to the sequence of comments in the dataset, thus replaying the original sequence of events. Due to the need to emulate such a large number of clients, we emulate client requests using a desktop PC. As we are primarily interested in latency and cloud-side processing, this does not significantly affect our results. However, to accurately capture the application performance on mobile devices, we submitted requests to the cloud-based server from an HTC One X phone running Android 4.1.1 and measured the average latency for prefetching. This value was used for the prefetching cost in our emulated experiments. In these experiments, we accelerated the rate at which requests were submitted to the server in order to reduce experimental run time.

B. Implementation Comparison

We ran the workload trace for several different server implementations in order to judge the effectiveness of the optimizations we propose as well as the user similarity analysis scheme. We tested the following implementations.

1) **No Precaching** is a version of the middleware’s server component with neither precaching nor prefetching, i.e., all requests are served by the source.

2) **No Prefetching** is a server that precaches article content but does no prefetching. In this case, the server will serve requests from the cloud cache if articles are stored there, otherwise they’ll be served from the source.

3) **Random** is a server that does both precaching and prefetching, however it makes no use of user profiling. It chooses whether or not to prefetch an article for a particular user with a 50/50 probability.

4) **User Similarity** is a server that also does both precaching and prefetching, but it incorporates our user similarity scheme to identify articles for prefetching.
It uses a default user similarity threshold of $T = 0.40$. Thus, when a user reads an article, that article will be prefetched for all other users with a similarity score above 0.40.

Unless noted otherwise, all experiments were run with a cloud cache size of 200 and mobile cache size of 10, both using an LRU eviction policy. For each of these implementations, we computed the following metrics:

1) **Latency:** We measure the time that elapses between a client issuing a request and the delivery of a response back to the user. This time can include network latency of going to the cloud/source as well as the computational cost of extracting article text, unless the article is prefetched, in which case it will correspond to the local access time.

2) **Data Transfer:** This is the average amount of data exchanged between the client and server for each user. Prefetching can increase the amount of network traffic between a mobile device and the server due to content that is prefetched but never consumed.

3) **Recall:** This is the average fraction of requests for each user that were satisfied using prefetched content when possible. The higher the recall, the more articles would be accessed locally from the mobile device, thus reducing the latency of access.

4) **Precision:** This is the average fraction of prefetched articles for each user that were subsequently read by that user. Higher precision values correspond to fewer false positives in terms of prefetched articles, thus leading to smaller wasted network bandwidth.

The comparison results between the different server implementations are given in Figure 3.

1) **Latency:** Figure 3a gives a CDF of request latency for each server implementation (Note: $x$-axis is log-scale). When neither precatching nor prefetching is used, the request latency for all requests is on the order of several seconds. This improves dramatically once precatching is enabled, leading to a latency of about 165 milliseconds for approximately 85% of the requests. The effectiveness of precatching justifies our use of the cloud as an intermediary between content sources and mobile devices. The latency improves even further when prefetching is enabled. Looking at the left extreme of the figure, we observe that even a random prefetching scheme is able to reduce the latency of about 20% of requests to a few milliseconds, while our more intelligent strategy based on user profiling achieves this reduced latency for approximately 40% of requests, thus significantly outperforming the random baseline algorithm. Focusing our attention to user similarity strategy unoptimized requests (no precatching/no prefetching) require an average of 5 seconds, which consists of both a network delay and data processing time. Requests for precached content require an average of 164 milliseconds, mainly due to network round trip time. Finally, prefetched requests require an average of 5 milliseconds, justifying any overhead the middleware may incur.

2) **Data Transfer:** Neither of the first two implementations engage in any prefetching, so they transfer only as much data as necessary to mobile clients. Prefetching increases the amount of network traffic between the server and the clients, since some of the prefetched articles may not actually be accessed by the users. Interestingly, the random and user similarity implementations incur roughly the same amount of network traffic, but we see that the user similarity scheme makes much more effective use of this data. From the first two graphs of Figure 3, we see that there is a direct trade-off between latency and data traffic. There may be some situations where high data traffic is tolerated for the sake of minimizing latency, while in other situations higher latency is tolerated to limit data traffic. As we show later, we can achieve the desired trade-off by changing the user similarity threshold $T$ for our user similarity-based server.

3) **Recall:** When prefetching does not occur, the recall is necessarily 0 because no user requests can be satisfied with prefetched content. As our random prefetching scheme prefetches each article with probability 0.5, we would expect the theoretical upper limit of its recall to be around this number. In reality, the recall for the random implementation is much lower because it prefetches without any notion of user preferences. The user-similarity scheme, on the other hand, achieves a recall that is more than double that of the random scheme, clearly demonstrating the benefits of intelligent prefetching through user profiling.

4) **Precision:** This metric is only applicable to implementations that actually perform prefetching. We see that approximately one in ten articles prefetched in the random implementation end up being consumed by the user, while more than one in five articles prefetched by the user similarity scheme are consumed. Thus, our user similarity scheme not only achieves much better recall than a random implementation, but it also achieves much better precision. Furthermore, it accomplishes this with roughly the same amount of network overhead.

## C. Overhead

We carried out some basic microbenchmarking in order to evaluate the overhead incurred by the middleware’s data processing efforts. That is, we sought to evaluate the extent to which the additional bookkeeping and data collection carried out by the middleware hinders the processing of a user request. In particular, we are interested in breaking down request latency into two pieces:

1) **Unavoidable Latency** occurs due to the article retrieval and extraction process.
2) **Avoidable Latency** is incurred by additional operations that are not strictly necessary to process a user’s request but are required for the functionality of the middleware.

Because of the middleware’s need to maintain user history vectors and to perform similarity computations, user requests will take longer to process than they normally would. We analyzed all unoptimized requests in the workload trace and found that average server response time was 4,864 milliseconds, while the average amount of time spent retrieving and extracting an article was 4,860 milliseconds. This means that, on average, only approximately 4 milliseconds of latency was caused by bookkeeping and other data processing operations. Hence, we see that, despite some of the extra work done by the
middleware, latency is strongly dominated by the unavoidable cost of retrieving and extracting article content.

We also explored the possibility that load placed on the server by background threads performing prefetching and data processing hindered the ability of the remaining threads to process user requests in a timely fashion. If a server’s CPU is occupied by prefetching efforts, then incoming user requests may take longer to be serviced. To evaluate this, we compared the average response time of the non-prefetching server featured in Section VI-B to that of the user similarity-based implementation. We found that, when the two servers are deployed on multi-core virtual machines with identical specifications, there was no significant difference in response time. Background prefetching does degrade response time when deployed on a single-core machine, but we assume that the middleware will be deployed in a multi-core environment, as multi-core virtual machines are widely available from cloud providers and relatively affordable.

D. Parameter Analysis

Our middleware, as well as the prediction engine described in Section V-B, feature several parameters that can affect system behavior and performance: We examine three parameters here: the similarity threshold, server/mobile cache sizes, and cache policies.

1) Impact of Similarity Threshold: The user similarity-based prediction engine uses a similarity threshold value $T$ that determines which users are deemed relevant when constructing a region of interest. We evaluated the performance of three prediction engines – with $T$ values of 0.30, 0.40, and 0.50 – using the same experimental procedure as in Section VI-B. The full results are given in Figure 4. As $T$ increases, the system becomes more selective in its prefetching. Therefore, higher $T$ values yield a smaller reduction in latency because fewer prefetches occur, but they also reduce the number of false positives, leading to lower values of data transfer and higher precision values. Lower $T$ values produce a better average latency but also lead to more false positives. In short, the prediction engine’s $T$ value can be tuned to influence its precision and recall. In situations where low latency is important, the $T$ value can be decreased to induce more aggressive prefetching, whereas in situations where reducing network traffic is critical, the $T$ value can be increased to force more conservative prefetching.

2) Impact of Cache Size: We next examine the impact of the cloud-side server cache size (used for precaching) on system performance. The server may prefer to maintain a cache size that could fit in memory to provide fast accesses; therefore, smaller cache sizes may be desirable to reduce cost in the cloud. We varied the maximum number of resources that could be stored in the cloud-side cache and used an LRU replacement algorithm when this maximum was exceeded.

Figure 5a plots the number of unoptimized requests, i.e. those that had to be sent to the source, for each cache size (mobile cache size is fixed at 5 items). As expected, a smaller cache size leads to more unoptimized requests, so that there is a clear trade-off between server-side memory consumption and latency. This is because a smaller cache forces the server to discard resources that will be requested by users at a later time, causing it to miss opportunities for precaching and retrieve content directly from the source. Surprisingly, we see that a relatively small cache size still yields significant benefits. A server with a maximum cache size of roughly 50 entries performs comparably to servers with maximum sizes of 100 and 200 entries. This implies that it is possible to achieve good system performance even with a modestly-sized cache, which likely could be small enough to be stored in server memory to minimize access time. We also see an interesting trend in which decreasing the cache size below 50 very quickly degrades system performance, as evidenced by the results for a server with a maximum cache sizes of 25, 15 and 0 entries. These results suggest that a “optimal” cache sizes could be empirically determined to achieve a desirable trade-off between cost and latency.

We also ran a trace using data collected on all users, rather than the top 40 most prolific, with the same configuration as the preceding bar, i.e. cloud cache size of 200, mobile cache size of 5, and our user similarity prediction engine. The results of this test, seen as the last bars in Figure 5a demonstrate how even users who use the app infrequently are still able to benefit from its optimizations. This is a result of the content domain’s strong temporal locality and high reuse of content among users.

3) Impact of Cache Policy: Different content domains require different cache eviction policies. Figures 5b and 5c
show the efficacy of various policies with respect to our news aggregator. Figure 5b compares policies used by the cloud cache restricted to a size of 15. We use a small cache size in order to demonstrate the efficacy of different policies, as larger cache sizes become insensitive to the cache eviction policy. This insensitivity indicates a small working set that fits within the cache. For this reason, the cloud’s policy for this domain is arguably insignificant. Nevertheless, the figure reveals that an LRU policy for the cloud cache results in the fewest unoptimized requests, albeit narrowly. FIFO performs nearly as well as LRU as, in general, this domain exhibits read-once behavior. Eventually, content grows stale and falls out of use. The LRU policy is responsive to staleness and trending content, i.e. a popular article will stay popular and therefore avoid eviction.

Figure 5c is concerned with the policy used by the mobile cache with a fixed size of 5. The Priority policy evicts the article with the lowest score, set by the prediction engine upon prefetching, from the mobile cache. Additionally, the policy decays the score of an article while it is stored in the mobile cache and whenever it is accessed. This more sophisticated policy does not outperform others, as highly scored content can stick in memory. As evidenced by our results, the policy used for the mobile cache, much like that for the cloud cache, has little weight on the performance of our middleware. Given the accuracy of our prediction engine, we should expect that each element has a high probability of being accessed by the user. Therefore, the element we choose to evict tends to be irrelevant, so long as old content is eventually evicted. For this reason, a random eviction policy is comparable to LRU and Priority. This quality is advantageous for the developer as it allows he or she to implement a relatively simple policy. Even so, we leave the implementation to the developers who have greater insights into the requirements of the domain for which they are implementing our middleware framework.

VII. CONCLUSION

We have explored the application of user profiling techniques to the optimization of mobile software using cloud-based resources and infrastructure. Specifically, we examine content-centric applications and the use of two optimization techniques, precaching and prefetching, as means of improving performance. We implemented a middleware system to address the system-level challenges of precaching and prefetching. Such challenges include issues of data collection, management, analysis, and propagation. Our system makes extensive use of asynchrony and concurrency to allow data analysis to occur in parallel with the servicing of user requests. This leaves just two primary tasks to a developer who wishes to integrate his or her application with this framework: implementing a means of interaction with content sources and implementing a mechanism to generate predictions of future user behavior from past history.
To assess the middleware, we implemented a news aggregation application and a corresponding prediction engine that performs user similarity analysis in an attempt to construct regions of interest using clusters of users with common interests. We used Twitter and Disqus data to construct a workload trace and used this as the basis of an emulation intended to evaluate the potential benefits of prefetching and precaching as enabled by the middleware. We found that many user requests in the emulation benefited from either precaching or prefetching, causing a reduction in the latency normally induced by intermediate content processing performed at the cloud. We also saw very limited overhead due to the additional tasks performed by the middleware during the processing of a user request. Moreover, our similarity-based implementation outperforms a baseline random algorithm in terms of both precision and recall.

There are several areas of potential future interest raised by this work. First, we intend to demonstrate and evaluate the middleware’s ability to generalize to various content domains. Another interesting possibility is the idea of prioritizing some optimization decisions. Finally, user location could serve as an additional source of data that may allow the middleware to dynamically adapt the aggressiveness of its prefetching to different conditions. Finally, user location could serve as an additional source of data that may allow the middleware to make more intelligent optimization decisions.
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